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Text Simplification without Simplified Corpora∗

Tomoyuki Kajiwara

Abstract

Text simplification is the task of rewriting complex text into a simpler form while
preserving its meaning. Systems that automatically pursue this task can potentially
be used for assisting reading comprehension of less language-competent people, such
as learners and children. Such systems would also improve the performance of other
Natural Language Processing applications. As with machine translation and abstrac-
tive summarization, this task is positioned as a Text-to-Text Generation task in natural
language processing.

Current work has two approaches: lexical substitution and monolingual translation.
In the former, a simpler synonymous sentence is generated by the pipeline of complex
word identification, substitution generation, and substitution ranking. In the latter, a
simpler synonymous sentence is generated using machine translation tools. In both ap-
proaches, mainstream methods acquire simplification rules from a large-scale parallel
corpus. Therefore, text simplification was studied mainly in English for where rich re-
sources are available. However, a large-scale simplified corpus for text simplification
cannot be used in many language other than English.

In this research, we propose text simplification methods by lexical substitution ap-
proach and monolingual translation approach for languages that cannot use large-scale
simplified corpora, especially Japanese. As a lexical substitution approach without
simplified corpora, we propose novel paraphrase acquisition, meaning preservation
filtering, simplicity filtering, and grammaticality ranking methods for Japanese. In ad-
dition, as a monolingual translation approach without simplified corpora, we construct
a pseudo-parallel corpus for text simplification from a raw corpus using readability as-
sessment and sentence alignment, and enable text simplification using machine trans-
lation tools in any language.

∗Doctoral Dissertation, Department of Information and Communication Systems, Graduate School
of System Design, Tokyo Metropolitan University, March 22, 2018.
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Experimental results show that our lexical substitution approach outperforms the
previous language-independent unsupervised method. Moreover, in the monolingual
translation approach, the experimental results show that our pseudo-parallel corpus
succeeds in training machine translation tools as well as existing parallel corpora for
text simplification.
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平易なコーパスを用いないテキスト平易化∗

梶原智之

内容梗概

テキスト平易化は、難解なテキストの意味を保持したまま平易に書き換えるタ
スクである。システムは、言語学習者や子どもをはじめとする人々の文章読解を
支援し、他の自然言語処理応用タスクの性能改善にも寄与する。このタスクは、
機械翻訳や文書要約などと同じく、自然言語処理におけるテキストからのテキス
ト生成タスクとして位置づけられる。
先行研究には語彙的換言と単言語翻訳の 2つのアプローチがある。語彙的換言
アプローチでは「難解語検出・換言生成・ランキング」のパイプラインで平易な
同義文を生成する。単言語翻訳アプローチでは機械翻訳器を用いて平易な同義文
を生成する。どちらのアプローチでも大規模なパラレルコーパスから平易化規則
を獲得する手法が主流であるため、これまでは言語資源の豊富な英語を中心に研
究されてきた。しかし、英語以外の多くの言語では平易に書かれた大規模コーパ
スを利用できない問題がある。
本研究では、平易な大規模コーパスを利用できない言語、特に日本語を対象と
して、語彙的換言アプローチと単言語翻訳アプローチによるテキスト平易化を実
現する。まず、平易なコーパスを用いない語彙的換言アプローチとして、本研究
では日本語のための新しい言い換え知識獲得、意味的等価性フィルタリング、平
易性フィルタリング、文法性ランキングの各手法を提案する。また、平易なコー
パスを用いない単言語翻訳アプローチとして、本研究では文の難易度推定と文間
類似度推定を組合せて生コーパスからテキスト平易化のための疑似パラレルコー
パスを構築し、任意の言語での機械翻訳器を用いたテキスト平易化を可能にする。
実験結果によって、我々の語彙的換言アプローチが既存の言語非依存な教師な
し手法を上回ることを示す。また、単言語翻訳アプローチにおいては、我々の疑
似パラレルコーパスが既存のテキスト平易化のためのパラレルコーパスと同等に
機械翻訳器の訓練を成功させることを示す。

∗首都大学東京システムデザイン研究科情報通信システム学域博士論文, 2018年 3月 22日.
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Chapter 1

Introduction

Text simplification is the task of rewriting complex text into a simpler form while
preserving its meaning. Systems that automatically pursue this task can potentially be
used for assisting reading comprehension of less language-competent people, such as
learners [88] and children [11]. Such systems would also improve the performance
of other natural language processing tasks, such as information extraction [30] and
machine translation [115].

Text simplification is one on the Text-to-Text Generation tasks with machine transla-
tion, paraphrase generation, abstractive summarization, and error correction. Machine
translation transforms input sentence into different language sentence, while text sim-
plification transforms it into same language sentence. The degree of meaning preser-
vation differs between paraphrase generation and this task. Unlike paraphrase gener-
ation, this task often deletes unnecessary expressions. Although it is common with
abstractive summarization in terms of deleting unnecessary expressions, text simpli-
fication often adds detailed explanation to assist the reader’s reading comprehension.
Moreover, while error correction improves grammaticality of input sentence, text sim-
plification improves its simplicity.

Text simplification includes two subtasks [94]: lexical simplification and syntac-
tic simplification. Lexical simplification substitutes complex words/phrases in input
sentence into a simpler words/phrases. Syntactic simplification transforms complex
structures of input sentence into a simpler structures, such as split into shorter sen-
tences or reordering. We work on lexical simplification subtask which deals only with
translation from one sentence to one sentence. Lexical simplification has two major
approaches: lexical simplification approaches [28, 11, 124, 16, 44, 34, 83, 80] and
monolingual translation approaches [98, 128, 27, 26, 120, 112, 35, 127]. Previously,



text simplification was studied mainly in English for where rich resources are available
such as a manually constructed text simplification corpus [121], a large-scale simpli-
fied corpus (Simple English Wikipedia1), and a paraphrase database [85]. However,
improving the English model with abundant resources cannot benefit from text simpli-
fication in other languages with poor resources. In this thesis, we simplify sentences
without simplified corpora for Japanese.

1.1. Main Contributions
1. We propose novel, state-of-the-art strategies for Japanese lexical simplification.

For three types of candidate acquisition, four types of meaning preservation fil-
tering, four types of simplicity filtering, and three types of grammaticality rank-
ing, we comprehensively experiment and build a state-of-the-art Japanese lexical
simplification system.

2. We build a first evaluation dataset for Japanese lexical simplification. This
dataset enables a step-by-step automatic evaluation and an overall automatic
evaluation of the simplification pipeline.

3. We propose to use sentence similarity based on alignment between word embed-
dings for text simplification. In both lexical substitution approach and monolin-
gual translation approach, a monolingual parallel corpus is indispensable for
simplification rule acquisition. Our sentence similarity measure outperforms
previous works in alignment task of complex and simple sentences.

4. By improving sentence alignment, we achieve the best performance of English
text simplification model using PBSMT. This experimental result makes us re-
confirm the fact that better data help to develop a better model.

5. For text simplification in languages that cannot use large-scale simplified cor-
pora, we build a pseudo-parallel corpus from a raw corpus using readability
assessment and sentence alignment. Experimental results show that our pseudo-
parallel corpus can simplify as good as using large-scale simplified corpora.

6. We combine the paraphrasability score from monolingual corpora and from bilin-
gual corpora to propose a novel paraphrasability score. Levy and Goldberg [65]

1http://simple.wikipedia.org/
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explained a well-known representation learning method for word embeddings,
the skip-gram with negative sampling [73], as a matrix factorization of a word-
context co-occurrence matrix with shifted positive PMI. In this work, we ex-
plained a well-known method for paraphrase acquisition, bilingual pivoting [10],
as an unsmoothed version of PMI.

7. In order to further improve sentence alignment, we propose a domain adapta-
tion method for sentence similarity. Experimental results show that updating the
general word similarity with the word similarity specialised for a given corpus
improves the sentence similarity based on word alignment.

8. We propose a novel quality estimation method for text simplification using our
proposed sentence similarity measures based on word alignment. In text sim-
plification, since automatic evaluation metrics using single reference have low
correlation with manual evaluation [122], quality estimation, i.e., automatic eval-
uation without reference, has been drawing much attention [117]. As a result of
experiments, we confirm that our alignment-based features computed on the ba-
sis of word embeddings and paraphrase lexicons can achieve the state-of-the-art
performance.

1.2. Structure of the Thesis
Chapter 2 presents our approach to Japanese lexical simplification. We build Japanese

lexical simplification system (Contribution 1) and evaluation dataset (Contribution 2).
Chapter 3 presents our approach to English and Japanese sentence simplification.

We investigate the best sentence alignment method for text simplification (Contribu-
tion 3) and build the state-of-the-art simplification model based on PBSMT (Contribu-
tion 4). In addition, it shows that pseudo-parallel corpus obtained from a raw corpus
by readability assessment and the sentence alignment is as effective as parallel corpus,
and it opens the door to multilingualization of text simplification (Contribution 5).

Chapter 4 presents experimental results in English for our three works to further im-
prove text simplification. Section 4.1 considers both monolingual corpus and bilingual
corpus to acquire paraphrase lexicon more accurately (Contribution 6). Section 4.2
proposes a domain adaptation method to calculate sentence similarity more accurately
(Contribution 7). Section 4.3 describes a quality estimation method using sentences

3



similarity based on word alignment for more accurate automatic evaluation (Contribu-
tion 8).

Finally, in Chapter 5 we provide our final remarks and directions for future work.
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Chapter 2

Lexical Simplification without
Simplified Corpora

In this section, we perform text simplification using lexical substitution approach in
Japanese. Similar to previous works [94, 80], we paraphrase complex word in context
into simpler version according to the following procedure.

1. Candidate Acquisition

2. Meaning Preservation Filtering

3. Simplicity Filtering

4. Grammaticality Ranking

In Japanese, parallel corpora to acquire simplification rules cannot be used. Moreover,
automatic evaluation is difficult becaus there is no evaluation dataset for Japanese lex-
ical simplification.

First, in Section 2.1, we acquire paraphrases as simplification candidates. Next, in
Section 2.2, we remove pairs with low likelihood among the paraphrase pairs. More-
over, in Section 2.3, we extract only paraphrase pairs from complex to simple words.
Finally, in Section 2.4, we select the paraphrase suitable for the context of the input
sentence.

In addition, Section 2.6 evaluates each lexical simplification method on our evalua-
tion dataset constructed in Section 2.5.



2.1. Candidate Acquisition
In Japanese that cannot use large-scale simplified corpora, simplification rule ac-

quisition from parallel corpus [44] cannot be used. Moreover, paraphrase acquisition
from monolingual corpora [13, 69] using distributional similarity [38] is difficult to
discriminate between synonym and antonym [77].

In Section 2.1.1, we forcus on the definition statements as a paraphrase acquisition
source in place of a monolingual corpus and a parallel corpus. In Section 2.1.2, we
integrate multiple synonym dictionaries constructed manually for high-quality para-
phrasing. In Section 2.1.3, we acquire paraphrases using word alignment on bilingual
corpus for large-scale paraphrasing.

2.1.1 Simplification Rules from Definition Statements

The Japanese dictionary is a resource that explains headwords by definition state-
ments. Therefore, the following two characteristics can be assumed.

1. Corresponding headword and definition statement are semantically equivalent.

2. Definition statements are written in easier words than headwords for users to
read easily.

We use these characteristics to acquire simplification rules through extracting synony-
mous expressions of headwords from definition statements.

Since Japanese is a head-final language, Kaji et al. [51] proposed a method to acquire
paraphrase of headwords from the end of definition statements. However, paraphrase
of the headwords does not appear only at the end of definition statements.

Therefore, we widely collect paraphrase candidates of headwords from the whole
definition statements. In order to reduce noise, we use constraints of part of speech [83]
and target only words having the same part of speech as the headword. We acquire
paraphrase candidates of headwords from definition statements in the following proce-
dure.

1. Morphologically analyze definition statements.

2. Acquire all content words with the same part of speech as the headword.
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2.1.2 Manually Acquired Paraphrase Lexicon

In the previous section, we proposed a method to acquire simplification rules by con-
sidering pairs of headwords and definition statements as pairs of complex and simple
texts. As with simplification rule acquisition method from parallel corpus for text sim-
plification [44], this method has the advantage that difficulty estimation of paraphrase
pair is not required but its performance is affected by alignment accuracy.

In this section, we integrate five types of Japanese synonym dictionaries constructed
manually for high-quality paraphrasing.

Lexical Paraphrase Dictionary of Japanese Content Words1 [123]
In this dictionary, paraphrases are given manually by nouns, sahen-nouns, verbs,
adjectives, adverbs among headwords of morpheme dictionaries in morpholog-
ical analyzeer JUMAN (Ver.7.0) [59]. This dictionary allows for missing in-
formation and include irreversible transformations such as “canary” → “bird”.
There are 25,503 paraphrases based on phrases of up to three words.

Japanese WordNet Synonyms Database2 (Ver.1.0)
This is a collection of 11,753 synonym pairs, which were collected using synsets
in Japanese WordNet [49]. Word pairs were created using words in a synset,
which is a cluster of words that share the same sense, and were manually an-
notated. The word pairs that were manually annotated as synonym pairs were
included in the database.

Verb Entailment Database3 (Ver.1.3.1)
This is a collection of automatically acquired [66, 119, 108, 39, 40] verb pairs.

Eight types of labels such as entailment, presupposition, and action-reaction are
manually given to these verb pairs. We use 94,025 verb pairs classified as entail-
ment.

Database of Japanese Orthographic Variant Pairs4 (Ver.1.1)
This is a collection of noun phrase pairs with edit distance of 1. Ten types of

labels such as synonym, allograph, and erratum are manually given to these noun
phrase pairs. We use 50,825 noun phrase pairs classified as synonym or erratum.

1http://www.jnlp.org/SNOW/D2
2http://compling.hss.ntu.edu.sg/wnja/jpn/downloads.html
3https://alaginrc.nict.go.jp/resources/nict-resource/li-info/li-outline.html#A-2
4https://alaginrc.nict.go.jp/resources/nict-resource/li-info/li-outline.html#A-7
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Case Base for Basic Semantic Relations5 (Ver.1.4)
This is a collection of word pairs with high contextual similarity included in

the database of similar context terms6. Eight types of labels such as variant,
abbreviation, and synonym are manually given to these word pairs. We use
78,260 word pairs classified as variant, abbreviation, or synonym.

2.1.3 Automatically Acquired Paraphrase Lexicon

In the previous section, we used synonym dictionaries constructed manually to ac-
quire simplification rules. However, building a large-scale and high-quality synonym
dictionary requires a large cost. Therefore, it is difficult to keep up with new words or
new meaings. Moreover, it is also difficult to expand from word to phrase.

In this section, we acquire paraphrases using word alignment on bilingual corpus
for large-scale paraphrasing. By applying phrase tabel acquire [79] in phrase-based
statistical machine translation, Bannard and Callison-Burch [10] proposed a method
(Bilingual Pivoting) to acquire large-scale paraphrases from a bilingual corpus using
foreign language phrase as a pivot. In other words, using two phrase tables of j1 → e
and e→ j2, acquire two Japanese phrases < j1, j2 > as a paraphrase pair via an English
phrase e.

2.2. Meaning Preservation Filtering
In this section, we remove pairs with low likelihood among the paraphrase pairs

acquired in Section 2.1.
To estimate semantic equivalence between words, there are methods based on se-

mantic similarity and paraphrase probability. In Section 2.2.1, we use the distance of
the path on WordNet [14, 37] which is a classic method for estimating semantic sim-
ilarity between words. In Section 2.2.2, we use the cosine similarity between word
embeddings which is the de facto standard method for estimating semantic similar-
ity between words. In Section 2.2.3, we estimate the paraphrase probability between
words using word alignment probability on bilingual corpus which is the de facto stan-
dard method for paraphrase acquisition. In Section 2.2.4, we estimate the equivalence

5https://alaginrc.nict.go.jp/resources/nict-resource/li-info/li-outline.html#A-9
6https://alaginrc.nict.go.jp/resources/nict-resource/li-info/li-outline.html#A-1
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of meaning between words using pointwise mutual information which smoothes the
paraphrase probability of Section 2.2.3 with word probability.

2.2.1 Path Distance Similarity

Thesauri such as WordNet [75, 49] are resources classifying words from the view-
point of semantic hypernym-hyponym relations. The closer the distance between
words on the thesaurus, the higher the semantic similarity between words. Path dis-
tance similarity has been used in many previous works [14, 37] as a semantic similarity
estimation method between words based on knowledge base. The semantic similarity
PDS( j1, j2) between words j1 and j2 is calculated as follows using the depth of each
word on the thesaurus dw and the depth of the hypernym common to both words dc.

PDS( j1, j2) =
2dc( j1, j2)

dw( j1)+dw( j2)
(2.1)

2.2.2 Context Similarity

Based on the distributional hypothesis [38], semantic similarity between words can
be estimated using the similarity of the distribution of words co-occurring as context.
Context similarity has been used in many previous works [25, 34] as a semantic sim-
ilarity estimation method between words based on corpus. Especially, methods using
word embeddings [73, 87, 64] which can be constructed from monolingual corpora by
unsupervised learning are the de facto standard method for estimating semantic simi-
larity between words. The semantic similarity WES( j1, j2) between words j1 and j2 is
calculated as follows using the cosine similarity between word embeddings j⃗1 and j⃗2.

WES( j1, j2) = cos( j⃗1, j⃗2) (2.2)

2.2.3 Alignment Probability

Bilingual pivoting [10], described in Section 2.1.3, employs a conditional paraphrase
probability p( j2 | j1) as a paraphrasability measure, when there are word alignments
between a Japanese phrase j1 and an English phrase e, and between the English phrase
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e and another Japanese phrase j2 on a bilingual corpus. It calculates the probabil-
ity from an Japanese phrase j1 to another Japanese phrase j2 using word alignment
probabilities p(e | j1) and p( j2 | e); here, the English phrase e is used as the pivot.

p( j2 | j1) = ∑ e p( j2 | e, j1) p(e | j1)

≈ ∑ e p( j2 | e) p(e | j1)
(2.3)

It assumes conditional independence of j1 and j2 given e so that the last equation can be
estimated easily using phrase-based statistical machine translation models. One of the
advantages is that it requires only two translation models to estimate paraphrasability.
However, since the conditional probability is asymmetric, it may introduce irrelevant
paraphrases that do not hold the same meaning as the original one.

To mitigate this, PPDB7 [33] defined the symmetric paraphrase score BP( j1, j2)
using bi-directional bilingual pivoting.

BP( j1, j2) =−λ1 log p( j2 | j1)−λ2 log p( j1 | j2) (2.4)

In this study, without loss of generality, we set8 λ1 = λ2 =−1.

BP( j1, j2) = log p( j2 | j1)+ log p( j1 | j2) (2.5)

2.2.4 MIPA Score

The bi-directional bilingual pivoting of PPDB [33] constrains paraphrasability to be
strictly symmetric. However, though it is extremely good at extracting synonymous ex-
pressions, it tends to give high scores to frequent but irrelevant phrases since bilingual
pivoting itself contains noisy phrase pairs due to word alignment errors.

To address the problem of frequent phrases, we smooth paraphrasability by bilingual
pivoting in Equation (2.5) using word probabilities p( j1) and p( j2) from a monolingual
corpus that is sufficiently larger than the bilingual corpus.

BPMI( j1, j2) = log p( j2 | j1)+ log p( j1 | j2)− log p( j1)− log p( j2) (2.6)

By doing so, we can interpret the bi-directional bilingual pivoting as an unsmoothed
version of PMI. Since the difference of the logarithms of the numerator and denom-
inator is equal to the logarithm of the quotient, we can transform Equation (2.6) as

7http://www.cis.upenn.edu/˜ccb/ppdb/
8Similar to PPDB (λ1 = λ2 = 1), we have two equally weighted components.
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follows.

BPMI( j1, j2) = log
p( j2 | j1)

p( j2)
+ log

p( j1 | j2)
p( j1)

= 2PMI( j1, j2)
(2.7)

since we can transform PMI into the following forms using Bayes’ theorem.

PMI(x,y) = log
p(x,y)

p(x)p(y)

= log
p(y | x)p(x)

p(x)p(y)
= log

p(y | x)
p(y)

= log
p(x | y)p(y)

p(x)p(y)
= log

p(x | y)
p(x)

(2.8)

In low-frequency word pairs, it is well-known that PMI becomes unreasonably large
because of coincidental co-occurrence. In order to avoid this problem, Evert [31] pro-
posed Local PMI that assigns weights to PMI depending on the co-occurrence fre-
quency of word pairs.

LPMI(x,y) = n(x,y) ·PMI(x,y) (2.9)

In this study, however, it is difficult to directly calculate the weight corresponding to
n(x,y) in Equation (2.9) on the bilingual corpus. Furthermore, what we want to calcu-
late is not the strength of co-occurrence (relation) between words, but paraphrasability
between words. Therefore, it is not appropriate to count the co-occurrence frequency
on a monolingual corpus like Local PMI.

Alternatively, we use as a weight the distributional similarity, which is often used as
a paraphrase acquisition from a monolingual corpus [25, 34].

MIPA( j1, j2) = cos( j⃗1, j⃗2) ·BPMI( j1, j2) (2.10)

Equation (2.10) simultaneously considers paraphrasability based on the monolingual
corpus (distributional similarity) and paraphrasability based on the bilingual corpus
(bilingual pivoting). Distributional similarity is robust against noise associated with
unrelated word pairs as opposed to bilingual pivoting. Bilingual pivoting is robust to
noise arising from antonym pairs unlike distributional similarity. Therefore, MIPA( j1, j2)
can estimate paraphrasability robustly by complementing the disadvantages.
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2.3. Simplicity Filtering
In this section, we assign difficulty to each word in paraphrase pairs with high like-

lihood acquired in Section 2.2, and extract paraphrase pairs from complex to simple
words.

2.3.1 Word Frequency

In SemEval-2012 English Lexical Simplification Task [99] of reordering word lists
form the viewpoint of simplicity, word frequency as baseline achieved the second place
on the 12 system and showed the effectiveness of paraphrasing to the high frequency
word in the lexical simplification task. We also define more frequent words as simpler
words.

2.3.2 Word Familiarity

Word Familiarity [7] is a score that expresses how well a word is known as a real
number from 1 (unknown) to 7 (well known). According to previous work [48], we
define words with higher familiarity score as simpler words.

2.3.3 JLPT Simplicity

JLPT is a Japanese language proficiency test for non-native Japanese speakers. The
criterion for that question is to classify each word in Japanese into four levels from 1st
grade (complex) to 4th grade (simple). We define words with higher JLPT grade as
simpler words.

2.3.4 JEV Difficulty

Japanese educational vocabulary9 (Ver.1.0) [105] is a word list based on vocabu-
lary analysis of balanced corpus of contemporary written Japanese [67] and Japanese
textbook corpus (100 Japanese textbooks on the market). Japanese teachers gave each
Japanese word six levels of difficulty. We define words with lower JEV level as simpler
words.

9http://jhlee.sakura.ne.jp/JEV.html
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2.4. Grammaticality Ranking
In this section, we select the paraphrase suitable for the context of the input sentence

using simplification rules acquired in Section 2.3.

2.4.1 Language Model Probability

We calculate the N-gram language model probability LMN of the input sentence and
the paraphrased sentence, and select the sentence with the highest likelihood. In this
way, the most fluent simplification rule can be applied considering the context of N
words before and after the target word.

LMN(w1,w2, ...,wn) =
n

∏
k=1

p(wk | wk−1
k−N+1)

= p(w1) p(w2 | w1) p(w3 | w1,w2)...p(wn | wn−N+1, ...,wn−1)

(2.11)

2.4.2 Context Embedding Similarity

In lexical substitution task, candidate ranking methods [72, 8] based on cosine simi-
larity between context words and paraphrase candidate are proposed. We select a para-
phrase that fits the context as follows using the cosine similarity cos between context
word c ∈C and paraphrase candidate s.

AddCos(s,C) =
1
|C| ∑

c∈C
cos(⃗s, c⃗) (2.12)

AvgCos(s,C) = cos(⃗s,
1
|C| ∑

c∈C
c⃗) (2.13)

2.5. Evaluation for Japanese Lexical Simplification
In this section, we construct an evaluation dataset for Japanese lexical simplification.

According to the previous works in English [99, 12], we also use crowdsourcing to
construct the evaluation dataset for lexical simplification by the following procedure.

1. We prepare target sentences with a difficult word.
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2. Annotators generate paraphrases of complex word in consideration of context.

3. Annotators rank complex word and its paraphrases in terms of simplicity.

4. We integrate rankings obtained from annotators.

In Section 2.5.1, we explain existing evaluation datasets for lexical simplification
and summarize the improvements to build a better evaluation dataset. In Sections 2.5.2
to 2.5.5, we build an evaluation dataset for Japanese lexical simplification according to
the above procedure using crowdsourcing10. In Section 2.5.6 introduce the evaluation
metrics in lexical simplification task. For crowdsourcing, we requested the annotators
to complete at least 95% of their previous assignments correctly. They were native
Japanese speakers.

2.5.1 Previous Works

Four datasets have been constructed for English lexical simplification.

SemEval11

Specia et al. [99] reranked the dataset for English lexical substitution [71] to
build the dataset for English lexical simplification. The data was selected from
the English Internet Corpus12 [95]. This is a balanced corpus similar in flavour
to the BNC, though with less bias to British English, obtained by sampling data
from the web. This dataset comprises 2,010 sentences, 201 target words each
with 10 sentences. In paraphrase step, each target word was paraphrased by
five native English speakers in consideration of context. In reranking step, each
sentence was reranked by four or five non-native English speakers in terms of
simplicity. In integration step, a gold-standard ranking was created based on the
average rank of each word.

LSeval13

In common with Specia et al. [99], De Belder and Moens [12] reranked the
dataset for English lexical substitution [71] to build the dataset for English lex-
ical simplification. There are four major differences from Specia’s work. (1)

10http://www.lancers.jp/
11https://www.cs.york.ac.uk/semeval-2012/task1/
12http://corpus.leeds.ac.uk/internet.html
13http://people.cs.kuleuven.be/˜jan.debelder/lseval.zip
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They excluded simple target words14 from their dataset. (2) In their rerank-
ing step, they recruited five annotators for each sentence using crowdsourcing15.
(3) In their reranking step, they allowed annotators to include tie ranks in the
rankings. (4) In their integration step, they created a gold-standard ranking in
consideration of reliability of each annotator using noisy channel model. This
dataset comprises 430 sentences, 43 target words each with 10 sentences.

LexMTurk16

Horn et al. [44] directly acquired simple paraphrases using crowdsourcing15.
Each 500 sentences from English Wikipedia have a target word, and 50 annota-
tors for each sentence gave a simple paraphrase. Target words for simplification
were selected from the words in English Wikipedia that changed in the paral-
lel corpus of English Wikipedia and Simple English Wikipedia [27]. In their
integration step, they created a gold-standard ranking by simply counting word
frequency on annotations. That is, they defined that the paraphrase suggested by
more annotators is a better simplification. This dataset comprises 500 sentences,
500 target words each with only one sentence.

BenchLS17

Paetzold and Specia [80] used a dataset consisting of 929 sentences that inte-
grated LSeval [12] and LexMTurk [44] for benchmarking lexical simplification.

Based on the previous works above, we construct an evaluation dataset considering
follows.

Target Selection
In order to build a better evaluation dataset, we carefully choose the target sen-
tence and the target word. First, in order not to limit the diversity of expres-
sions, the target sentence is selected from the balanced corpus. Next, we select
complex words to be simplified for the target word. As pointed out by Specia et
al. [99], it is natural for each word in the sentence to have consistent difficulty. In
other words, we do not simplify only the target word in the complex context, but
simplify the complex word that appear in the simple context. SemEval dataset
selects target sentences from a balanced corpus, but includes simple words in

14http://simple.wikipedia.org/wiki/Wikipedia:Basic English combined wordlist
15https://www.mturk.com/
16http://www.cs.pomona.edu/˜dkauchak/simplification/
17https://gustavopaetzold.wordpress.com/resources/
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Table 2.1: Evaluation Dataset for Lexical Simplification
# Sents. Avg. # Subs. Target Selection Tie Ranking Exclude Outliers

SemEval 2,010 5.00 △ × ×
LSeval 430 5.04 △ ✓ ✓
LexMTurk 500 12.86 △ - ×
BenchLS 929 7.37 △ - △
Ours 2,010 4.30 ✓ ✓ ✓

target words. LSeval dataset selects target sentences from a balanced corpus and
removes simple words from target words, but the context of the target word may
be complex. In LexMTurk dataset, only target words are complex, but the source
of the target sentence is limited to English Wikipedia. We select sentences with
only one complex word from a balanced corpus as target sentences and choose
the complex word as the target word for simplification.

Tie Ranking
In the reranking step, a tie cannot be assigned in SemEval dataset. This deteri-
orates ranking consistency if some substitutes have a similar simplicity. LSeval
dataset allows ties in simplification ranking and De Belder and Moens report
considerably higher agreement among annotators than SemEval dataset. We also
allow tie to annotators in our reranking step. In LexMTurk dataset, since anno-
tators only give simple paraphrases, there is no reranking step. However, we
want to deal with the phenomenon “cannot be paraphrased into simple words”,
so we follow SemEval or LSeval datasets. There are at least one type of simple
paraphrase because the parallel corpus is used as the source in the LexMTurk
dataset. However, such a situation cannot be generally assumed.

Exclude Outliers
SemEval dataset uses an average score to integrate rankings, but it might be
biased by outliers. LexMTurk dataset also treats all annotators equally. How-
ever, it is difficult to believe all annotators unconditionally in crowdsourcing.
De Belder and Moens [12] report a slight increase in agreement by greedily
removing annotators to maximize the agreement score. We propose better anno-
tation integration method for crowdsourcing considering the reliability of each
annotator.
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2.5.2 Target Selection

We define complex words as “High Level” words in the JEV lexicon [105]. There
were 7,939 complex words out of 17,920 words in the JEV lexicon. In addition, tar-
get words of this work comprised content words (nouns, verbs, adjectives, adverbs,
adjectival nouns, sahen nouns18, and sahen verbs19).

Sentences that include only one complex word were randomly extracted from the
Balanced Corpus of Contemporary Written Japanese [67]. Sentences shorter than
seven words or longer than 35 words were excluded. Replacing a word in a compound
word can not hold the meaning of the compound word in many cases, so the target
word appearing as a part of the compound word is excluded. Conjugation was allowed
to cover variations of both verbs and adjectives. Following previous work [71, 99, 12],
10 contexts of occurrence were collected for each complex word. We assigned 30
complex words for each part of speech. The total number of sentences was 2,100 (30
words × 10 sentences × 7 parts of speech). We used a crowdsourcing to annotate
1,800 sentences, and we asked university students majoring in computer science to
annotate 300 sentences.

2.5.3 Paraphrase Acquisition and Selection

For each complex word, five annotators gave as much paraphrase as possible without
changing the meaning of sentence. Substitutions could include particles in context. An
average of 4.59 paraphrases were given for 2,100 target words.

According to McCarthy and Navigli [71], we calculated pairwise agreement be-
tween each pair of sets (a1,a2 ∈ A) from all the possible pairings P as inter-annotator
agreement.

IAA(A) =
1
|A| ∑

a1,a2∈A

a1 ∩a2

a1 ∪a2
(2.14)

The IAA for our paraphrase acquisition step was 0.194, which was a low score. This is
because each annotator gave as much paraphrase as possible to acquire various para-
phrases, because there were mixed annotators that give many paraphrases and annota-
tors that give only a few paraphrases.

18Sahen noun is a kind of noun that can form a verb by adding a generic verb “する (do)” to the noun.
(e.g. “修理 (repair)”)

19Sahen verb is a sahen noun that accompanies with “する (do)”. (e.g. “修理する (do repair)”)

17



To improve the quality of the lexical substitution, inappropriate substitutes were
deleted for later use. Another five annotators selected an appropriate word to include
as a substitution that did not change the sense of the sentence. The IAA for our para-
phrases selection step was 0.669, which was greatly improved.

Substitutes that won a majority were defined as correct. Nine complex words that
were evaluated as not having substitutes were excluded at this point. As a result, an
average of 4.30 paraphrases were given for 2,010 target words.

2.5.4 Simplicity Reranking

Another five annotators arranged substitutes and complex words according to the
simplification ranking. Annotators were permitted to assign a tie, but they could select
up to four items20 to be in a tie because we intended to prohibit an insincere person
from selecting a tie for all items.

According to De Belder and Moens [12], we calculated Spearman rank correlation
coefficient as inter-annotator agreement.

ρ(i, j) =
∑k(ranki(wk)− ranki)(rank j(wk)− rank j)√

∑k(ranki(wk)− ranki)2 ∑k(rank j(wk)− rank j)2
(2.15)

Here, let me define wk the k-th word in the list of substitutions, ranki(wk) the rank
given by annotator i to word wk, and ranki the average rank of the words given by
annotator i. Often words are ranked at the same position by the annotators, and ties
here are solved by assigning them the average of their rank. The Spearman’s ρ for our
simplicity reranking step was 0.552, which was moderate correlation.

2.5.5 Integrating Annotations

Annotators’ rankings were integrated into one ranking, using a maximum likelihood
estimation [70] to penalize deceptive annotators.

Pr[π̃ | π,λ (i)] =
1

Z(λ (i))
exp
(
−λ (i)d(π̃,π)

)
Z(λ (i)) = ∑̃

π
exp
(
−λ (i)d(π̃,π)

) (2.16)

20In annotations by university students who can expect honesty, up to four tie ranks have appeared.
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This model gives the probability of a rank vector π̃ , given a modal order π and a i-
th annotator’s concentration parameter λ (i). Here, d(·, ·) denotes a distance between
two rank vectors, and Z(λ (i)) is a normalizing constant. We employ the Spearman
rank correlation coefficient as a distance. In this model, the annotation of an annotator
who has a high concentration parameter λ (i) is likely to be an accurate order whose
distance from the true order is small. Therefore, this method estimates the reliability
of annotators in addition to determining the true order of rankings. We applied the
reliability score to exclude extraordinary annotators.

We excluded annotators with low reliability score under the constraint of excluding
only up to two annotators out of five for each target sentence. As a result, nine annota-
tors out of 140 were excluded and the Spearman’s ρ between gold-standard and each
annotator was improved from 0.541 to 0.580. After excluding annotators with low
reliability, annotations were integrated into gold-standard ranking using the average
ranking according to the SemEval dataset.

2.5.6 Metrics

Lexical simplification methods are automatically evaluated by following three met-
rics using gold-standard ranking.

Precision: The proportion of instances in which the highest ranking substituion is
either the target complex word itself or is in the gold-standard.

Accuracy: The proportion of instances in which the highest ranking substituion is not
the target complex word itself and is in the gold-standard.

Changed Proportion: The proportion of instances in which the highest ranking sub-
stituion is not the target complex word itself.

The most important metric is Accuracy. Because Precision gives a high score to a safe
system that rarely rewrites. Moreover, Changed Proportion gives a high score to a
harmful system that frequently rewrites.

2.6. Experiments
In this section, the proposed methods described in Sectons 2.1 to 2.4 are evaluated

by Precision, Accuracy and Changed Proportion according to Section 2.5.
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Table 2.2: Paraphrase Lexicons
Vocab Paraphrases

Iwanami 38,100 325,636
Psylex 23,614 170,235
Manual 165,318 253,092
Automatic 120,576 842,492

2.6.1 Settings

In our proposed methods, simplification candidates are extracted from three sources:
pairs of headword and definition statement, synonym dictionaries constructed manu-
ally, and synonym dictionaries automatically constructed from bilingual parallel cor-
pora. Annotated Corpus of Iwanami Japanese Dictionary Fifth Edition 200421 (Iwanami)
and Basic Word Database22 (Psylex) are used as pairs of headword and definition state-
ment. Moreover, we combine the five synonym dictionaries (Lexical Paraphrase Dic-
tionary of Japanese Content Words, Japanese WordNet Synonyms Database, Verb En-
tailment Database, Database of Japanese Orthographic Variant Pairs, and Case Base
for Basic Semantic Relations) described in Section 2.1.2 as a synonym dictionary con-
structed manually (Manual). As the automatically constructed synonym dictionary
(Automatic), we use the largest version (“10best”) of PPDB: Japanese23 [76]. PPDB:
Japanese consists of a paraphrase pair of up to 7-gram acquired from 1.9 million pairs
of Japanese-English parallel semtemces using bilingual pivoting [10] described in Sec-
tions 2.1.3 and 2.2.3. In the lexicon, phrases with top 10 paraphrase probabilities for
each phrase are included. We use only 1-gram pairs. Table 2.2 shows the vocabulary
size and the number of paraphrase rules for each Paraphrase lexicon.

For meaning preservation filtering, we use Japanese WordNet2 (Ver.1.1) for PDS.
We use CBOW model [73] of the 200-dimensional word2vec embeddings24 for WES.
The word embeddings were trained on 12 million sentences of Japanese Wikipedia25

split into words using MeCab [57] (Ver. 0.996) with IPADIC (Ver. 2.7.0).
For simplicity filtering, we use Basic Word Database22 for calculating word famil-

iarity. The word frequency was calculated on Japanese Wikipedia25.

21http://www.gsk.or.jp/catalog/gsk2010-a/
22http://hon.gakken.jp/book/1530238600
23http://ahclab.naist.jp/resource/jppdb/
24https://code.google.com/archive/p/word2vec/
25https://dumps.wikimedia.org/jawiki/20161001/
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For grammaticality ranking, we trained a 5-gram language model from Japanese
Wikipedia25 using KenLM [42] for LM.

2.6.2 Baseline: LIGHT-LS

We compare the proposed method with LIGHT-LS [34] as a Baseline which is a
lexical simplification method without simplified corpora. Glavaš and Štajner performs
lexical simplification based on a monolingual corpus using following two steps.

1. Candidate Selection: The 10 most similar candidate words are selected for each
difficult word using cosine similarity between word embeddings.

2. Reranking: The best candidate is selected using the average ranking based on
the following four features.

Semantic Similarity They select candidates with high cosine similarity cos be-
tween the word embeddings t⃗ of the target word t and the word embed-
dings s⃗ of the simplification candidate s. This feature corresponds to the
our meaning preservation filtering.

f1(t,s) = cos(⃗t, s⃗) (2.17)

Context Similarity They select candidates with high averaged cosine similarity
cos between the word embeddings s⃗ of the simplification candidate s and
the word embeddings c⃗ of each context word c ∈ C. Here, C is a set of
content words (nouns, verbs, adjectives, and adverbs) in the target sentence.
This feature corresponds to the our grammaticality ranking.

f2(C,s) =
1
|C| ∑

c∈C
cos(⃗c, s⃗) (2.18)

Information Contents Under the hypothesis that the word’s informativeness
correlates with its complexity [29], they select less informative candidates.
Here, W is a vocabulary, and freq is a word frequency. This feature corre-
sponds to our simplicity filtering.

f3(W,s) =− log
freq(s)+1

∑w∈W freq(w)+1
(2.19)
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Table 2.3: Japanese Lexical Simplification
M S G Precision Changed Accuracy Oracle

Baseline LIGHT-LS 0.533 0.544 0.077 0.160
Iwanami WES None LM 0.810 0.236 0.046 0.093
Psylex WES None LM 0.649 0.427 0.076 0.167
Manual None None LM 0.805 0.309 0.114 0.168
Automatic MIPA None LM 0.668 0.430 0.098 0.211

Language Model They select candidates with high probability of N-gram lan-
guage model (N = 5). This feature corresponds to our grammaticality rank-
ing.

f4(w1,w2, ...,wn) =
n

∏
k=1

p(wk | wk−1
k−N+1) (2.20)

2.6.3 Results

Table 2.3 shows the experimental results on Japanese lexical simplification. In the
method using definition statements (Psylex), using WES as the meaning preservation
filtering and LM as grammaticality ranking without simplicity filtering, we achieved
the same performance as LIGHT-LS which is a state-of-the-art lexical simplification
method without simplified corpora. In the method using synonym dictionaries con-
structed manually, we achieved the best performance on Japanese lexical simplification
task using LM as a grammaticality ranking without filtering methods. In the method us-
ing synonym dictionary constructed automatically, we outperformed LIGHT-LS base-
line using MIPA as meaning preservation filtering and LM as grammaticality ranking
without simplicity filtering.

In terms of Oracle Accuracy selecting the best candidate, our Psylex method and
Manual method achieved the same performance as LIGHT-LS baseline. Since our
Manual method can use high-quality paraphrase lexicon, the method achieved the best
Precision. However, since our Automatic method can use large-scale paraphrase lexi-
con, the method achieved the best Oracle Accuracy. Future works include maximizing
the use of automatically constructed paraphrase lexicon by extending to phrases and
improving both filtering and ranking method.
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Chapter 3

Sentence Simplification without
Simplified Corpora

In this chapter, we assume a language that cannot use a large-scale simplified cor-
pora, construct a pseudo-parallel corpus for text simplification from a raw corpus, and
perform text simplification using a statistical machine translation. We use readability
assessment method and sentence alignment method to search simplified synonymous
sentences for each complex sentence in a given monolingual corpus. Using the sen-
tence pairs, the PBSMT model acquires phrase pairs to translate complex expressions
into simpler synonymous expressions.

First, Section 3.1 outlines the proposed method of constructing a pseudo-parallel
corpus from a raw corpus. Next, Section 3.2 proposes an sentence similarity estima-
tion method based on alignment between word embeddings as sentence alignment for
text simplification. Moreover, experiments are presented in Sections 3.3 to 3.5. First,
Section 3.3 evaluates the proposed method from Section 3.2 and determines the best
sentence alignment method for text simplification. Section 3.4 constructs an English
pseudo-parallel corpus based on Sections 3.1 to 3.3, and performs English text simpli-
fication. Section 3.5 similarly builds a Japanese pseudo-parallel corpus and performs
Japanese text simplification.

3.1. Pseudo-Parallel Corpus from a Raw Corpus
Recent studies have treated text simplification as a monolingual machine transla-

tion problem wherein a simple synonymous sentence is generated using phrase-based



Figure 3.1: Text simplification using PBSMT from only a raw corpus by readability
assessment and sentence alignment.

statistical machine translation (PBSMT) [98, 27, 26, 120, 111, 118, 113, 112, 35].
However, building a monolingual parallel corpus for text simplification is costly be-
cause a large-scale corpus written in simple expressions is not publicly available in
many languages other than English. Hence, text simplification was studied mainly in
English for where rich resources are available such as a manually constructed text sim-
plification corpus [121], a large-scale simplified corpus (Simple English Wikipedia1),
and a paraphrase database [33, 86, 85].

Therefore, we propose a language-independent unsupervised method that automat-
ically builds a pseudo-parallel corpus to train a text simplification model from only a
raw corpus. Synonymous or similar sentence pairs, such as multiple mentions or ex-
planations of similar events or items, could be obtained from a large-scale monolingual
corpus. We carefully create a parallel corpus containing complex form on one part and
simple form on the other part. We automatically acquire such sentence pairs from the
raw corpus. Our novel framework comprises two steps: 1) readability assessment and
2) sentence alignment. An overview of the proposed method is shown in Figure 3.1.

In this research, we propose a framework for automatically constructing a pseudo-
parallel corpus for text simplification from a raw corpus. This can be explained more
generally as in Figure 3.2. In other words, for randomly extract two sentences from

1http://simple.wikipedia.org/
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Figure 3.2: Pseudo-parallel corpus from a raw corpus.

the raw corpus, we perform a quality estimation according to the task, and extract
sentence pairs with likelihood above the threshold as a pseudo-parallel corpus. Quality
estimation [102] is a generic term for technologies to evaluate output sentences without
reference by comparing input and output sentences, and is studied mainly in Text-to-
Text generation tasks, especially in machine translation [23, 17, 18, 21, 20, 19].

We would like to build a pseudo-parallel corpus for text simplification. Since text
simplification is a task that rewrites from complex sentence into simpler version while
preserving its meaning, the quality estimation step in the Figure 3.2 evaluates the dif-
ficulty of each sentence and the synonymity between two sentences. In order to eval-
uate difficulty of sentence, we use the readability metrics developed in each language.
After estimating readability for each sentence, we next evaluate the synonymity of
complex sentences with low readability and simple sentences with high readability. In
general, it is easier to read short sentences than long sentences, so in addition to para-
phrasing from complex expressions into simple ones, text simplification often deletes
expressions that are not important [121]. Hence, synonymy in text simplification is
not limited to mutually replaceable “synonymity” as in paraphrase tasks. Therefore,
we evaluate the synonymity between two sentences using the sentence similarity de-
scribed in Section 3.2. Finally, only pairs of complex and simple sentences which have
high similarity are used as a pseudo-parallel corpus for text simplification.

There are previous works to construct a pseudo-parallel corpus from a raw corpus
such as Suzuki et al. [107], Sennrich et al. [93], Imankulova et al. [47]. In order to con-
struct a pseudo-parallel corpus for paraphrase identification, Suzuki et al. translated
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sentence extracted from the raw corpus using two kinds of machine translation sys-
tems, generated two types of translated sentences, A and B, and estimated the quality
of the translated pair (A, B). Sennrich et al. and Imankulova et al. extracted sentence A
from the raw corpus and translated it into sentence B and constructed a pseudo-parallel
corpus from a translated pair (A, B). Here, Imankulova et al. used quality estimation,
but Sennrich et al. did not use them. In these previous works, since sentences gen-
erated by machine translation systems are used as pseudo-parallel corpus, erroneous
sentences may be included due to translation errors. On the other hand, in this work,
since sentences extracted from the raw corpus are used, erroneous sentences are not in-
cluded. The pseudo-parallel corpus constructed using our approach was also reported
usefulness in domain adaptation of machine translation [68].

3.2. Sentence Alignment Based on Alignment between
Word Embeddings

Three monolingual parallel corpora for English text simplification have been built
from English Wikipedia and Simple English Wikipedia. First, Zhu et al.2 [128] pio-
neered automatic construction of a text simplification corpus using the cosine similarity
between sentences represented as TF-IDF vectors. Second, Coster and Kauchak3 [27]
extended Zhu et al.’s work by considering the order of the sentences. However, these
methods did not compute similarities between different words. In text simplification, it
would be useful to consider similarities between synonymous expressions when com-
puting the similarity between sentences, since concepts are frequently rewritten from a
complex to a simpler form. Third, Hwang et al.4 [46] computed the similarity between
sentences taking account of wordlevel similarity using the co-occurrence of a head-
word in a dictionary and its definition sentence. We also consider word-level similarity
to compute similarity between sentences but using word embeddings to build a text
simplification corpus at low cost without requiring access to external resources.

To address the challenge of computing the similarity between sentences containing
different words with similar meanings, many methods have been proposed. In seman-
tic textual similarity task [5, 6, 3, 2, 4, 24], sentence similarity is computed on the basis

2https://www.ukp.tu-darmstadt.de/data/sentence-simplification/simple-complex-sentence-pairs/
3http://www.cs.pomona.edu/˜dkauchak/simplification/
4http://ssli.ee.washington.edu/tial/projects/simplification/
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of word similarity following the success of word embeddings [73]. For example, a su-
pervised approach using word embeddings when obtaining a word alignment achieved
the best performance in SemEval-2015 Task 2 [104]. Word embeddings have also been
used in unsupervised sentence similarity metrics [74, 97, 60]. These unsupervised sen-
tence similarity metrics can be applied to the automatic construction of a monolingual
parallel corpus for text simplification, without requiring the data to be labeled.

We propose four types of sentence similarity measures for building a monolingual
parallel corpus for text simplification, based on alignments between word embeddings
that have achieved outstanding performance on different NLP tasks. AAS,MAS,HAS
are the sentence similarity measures proposed by Song and Roth [97] for a short text
similarity task. The Word Mover’s Distance (WMD) [60] is another sentence similarity
measure based on alignment between word embeddings that is known to achieve good
performance on a document classification task.

3.2.1 AAS: Average Alignment Similarity

AAS [97] averages the cosine similarities between all pairs of words within given
two sentences, x and y, calculated over their embeddings.

AAS(x,y) =
1

|x||y|

|x|

∑
i=1

|y|

∑
j=1

cos(⃗xi, y⃗ j) (3.1)

3.2.2 MAS: Maximum Alignment Similarity

AAS inevitably involves noise, as many word pairs are semantically irrelevant to
each other. MAS [97] reduces this kind of noise by considering only the best word
alignment for each word in one sentence as follows.

MASasym(x,y) =
1
|x|

|x|

∑
i=1

max
j

cos(⃗xi, y⃗ j) (3.2)

Here, MAS is an inherently asymmetric score. Therefore, we obtain the symmetric
sentence similarity by averaging each direction as follows.

MAS(x,y) =
1
2

MASasym(x,y)+
1
2

MASasym(y,x) (3.3)
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3.2.3 HAS: Hungarian Alignment Similarity

AAS and MAS deal with many-to-many and one-to-many word alignments, respec-
tively. On the other hand, HAS [97] is based on one-to-one word alignments.

The task of identifying the best one-to-one word alignments H is regarded as a
problem of bipartite graph matching, where the two sets of vertices respectively com-
prise words within each sentence x and y, and the weight of a edge between xi and y j is
given by the cosine similarity calculated over their word embeddings. Given H iden-
tified using the Hungarian algorithm [58], HAS is computed by averaging the cosine
similarities between embeddings of the aligned pairs of words.

HAS(x,y) =
1

|H | ∑
(i, j)∈H

cos(⃗xi, y⃗ j) (3.4)

where |H |= min(|x|, |y|), as H contains only one-to-one word alignments.

3.2.4 WMD: Word Mover’s Distance

WMD [60] is a special case of the Earth Mover’s Distance [92], which solves the
transportation problem of words between two sentences represented by a bipartite
graph.5 Let n be the vocabulary size of the language, WMD is computed as follows.

WMD(x,y) = min
n

∑
u=1

n

∑
v=1

Auveud(⃗xu, y⃗v) (3.5)

subject to :
n

∑
v=1

Auv =
1
|x|

freq(xu,x)

n

∑
u=1

Auv =
1
|y|

freq(yv,y)

where Auv is a nonnegative weight matrix representing the flow from a word xu in x
to a word yv in y, eud(·, ·) the Euclidean distance between two word embeddings, and
freq(·, ·) the frequency of a word in a sentence.

5Note that the vertices in the graph represent the word types, unlike the token-based graph for HAS.

28



3.3. Experiment: Alignment within Complex and Sim-
ple Sentences

In this section, we perform parallel and nonparallel binary classification on pairs of
complex and simple sentences, and evaluate the effectiveness of sentence similarity
based on the alignment between word embeddings.

3.3.1 Settings

Hwang et al. [46] built a benchmark dataset4 for text simplification extracted from
the English Wikipedia and Simple English Wikipedia. They annotated one of the fol-
lowing four labels to 67,853 sentence pairs:

Good (G): The semantics of the sentences completely match, possibly with small
omissions. 277 sentence pairs.

Good Partial (GP): A sentence completely covers the other sentence, but contains an
additional clause or phrase that has information which is not contained within
the other sentence. 281 sentence pairs.

Partial (P): The sentences discuss unrelated concepts, but share a short related phrase
that does not match considerably. 117 sentence pairs.

Bad (B): The sentences discuss unrelated concepts. 67,178 sentence pairs.

We classified a sentence pair as parallel or nonparallel using this dataset to evaluate
the sentence similarity measures. We conducted experiments in two settings:

G vs. O: Only sentence pairs labeled G were defined as parallel, and others (O) were
defined as nonparallel.

G+GP vs. O: Sentence pairs labeled either G or GP were defined as parallel.

We evaluated the performance of the binary classification using following two mea-
sures in accordance with Hwang et al. [46]:

MaxF1: The maximum F1 score.

AUC-PR: Area under the curve on the precision-recall curve.
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Table 3.1: Binary classification accuracy of parallel and nonparallel sentences.
G vs. O G+GP vs. O

MaxF1 AUC-PR MaxF1 AUC-PR
Baseline: Zhu (Hwang et al., 2015) 0.550 0.509 0.431 0.391
Baseline: Coster (Hwang et al., 2015) 0.564 0.495 0.415 0.387
Baseline: Hwang (Hwang et al., 2015) 0.712 0.694 0.607 0.529
Baseline: Additive Embeddings Similarity 0.691 0.695 0.518 0.487
AAS: Average Alignment Similarity 0.419 0.312 0.391 0.297
MAS: Maximum Alignment Similarity 0.717 0.730 0.638 0.618
HAS: Hungarian Alignment Similarity 0.524 0.414 0.354 0.275
WMD: Word Mover’s Distance 0.724 0.738 0.531 0.499

Noise in the word alignment for AAS, MAS, and HAS was removed by aligning only
those word pairs (xi,y j) which had a word similarity cos(xi,y j)> θ . This threshold θ
was tuned to maximize MaxF1. We employed 0.89 and 0.95 in the binary classification
of G vs. O and G+GP vs. O for AAS, 0.28 and 0.49 in the binary classification of G
vs. O and G+GP vs. O for MAS, and 0.98 in the binary classification of G vs. O and
G+GP vs. O for HAS.

Table 3.1 compares sentence similarity measures in the binary parallel and nonparal-
lel classification task. The top three methods in the upper row are taken from previous
studies of monolingual parallel corpus construction for text simplification [128, 27,
46], and the five methods in the lower rows are the sentence similarity measures based
on the word embeddings. Additive embeddings provides yet another baseline method,
in which sentence embeddings are composed by adding word embeddings without
word alignment, and sentence similarity is computed using the cosine similarity be-
tween sentence embeddings. We used publicly available6 pretrained word embeddings
to compute sentence similarity.

3.3.2 Results

From Table 3.1, it can be seen that WMD performed best in the binary classification
task between G vs. O, whereas MAS performed best in the binary classification task
between G+GP vs. O.

6https://code.google.com/archive/p/word2vec/
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Figure 3.3: PR curves in binary classifica-
tion of G vs. O.

Figure 3.4: PR curves in binary classifica-
tion of G+GP vs. O.

Figures 3.3 and 3.4 show the Precision-Recall curves in the binary classification task
between parallel and nonparallel sentences. Figure 3.4 shows that MAS performed
better than the other sentence similarity measures based on word embeddings, in the
binary classification between G+GP vs. O.

Text simplification must take account not only of paraphrases from a complex ex-
pression to a simple expression but also of the deletion of unimportant parts of a com-
plex sentence. It is therefore important to include both G sentence pairs, where the
simple sentence is synonymous with the complex sentence, and GP sentence pairs,
where the complex sentence entails the simple sentence. For this reason, MAS, which
performed best in classification between G+GP vs. O, was the preferred measure for
computing sentence similarity in text simplification.

3.4. Experiment: English Sentence Simplification
We automatically construct a pseudo-parallel corpus for text simplification from a

raw corpus by two steps combining readability assessment and sentence alignment,
as shown in Figure 3.1. We first calculate the readability of sentences and divide a
raw corpus into two sub-corpora comprising complex and simple sentences. Then,
we compute sentence similarity using word embeddings for all pairs of complex and
simple sentences, and build a monolingual pseudo-parallel corpus to train a text simpli-
fication model by extracting sentence pairs with high sentence similarity. By training
a PBSMT model using such a corpus, it is possible to generate simple synonymous
sentences from input sentences.
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3.4.1 English Pseudo-Parallel Corpus for Text Simplification

We use English Wikipedia as a raw corpus and Flesch Reading Ease [32] as a read-
ability measure. Flesch Reading Ease is well known for English readability assessment
and is often used for English text simplification [128, 15].

FRE = 206.835−1.015× (# of words)−84.6× (Avg. # of syllables) (3.6)

The FRE score ranges from 0 to 100 wherein [60,70) as a standard; the higher the
score, the more readable it is. Thus, we divide English Wikipedia7 into a complex
corpus comprising sentences with a readability [0,60) and a simple corpus comprising
the remaining sentences. This results in 3,689,227 sentences for the complex corpus
and 2,358,921 sentences for the simple corpus.

We use publicly available pretrained word embeddings6 for alignment by MAS. In
order to reduce noise, only word pairs with a word similarity [0.5,1.0] are used for
word alignment. As a result, 2,072,572 sentence pairs with a sentence similarity of
[0.5,1.0)8 are extracted greedily into our pseudo-parallel corpus.

Figure 3.5 shows the distribution of the readability of the sentences of English
Wikipedia and Simple English Wikipedia. The vertical axis is the normalized fre-
quency of sentences for each readability score. In the range of less than 60 of the
readability based on the FRE score, the sentences from English Wikipedia which is
a complex corpus appears at a high rate. Similarly, in the range of 60 or more, the
sentences from Simple English Wikipedia which is a simplified corpus appears at a
high rate. Therefore, we can conclude that the threshold of 60, which divides complex
and simple sentences, is valid. Moreover, while English Wikipedia has a lot of com-
plex sentences, it also shows that not all sentences are complex. Hence, by extracting
simpler sentences from English Wikipedia, it is possible to obtain a simple sub-corpus
without relying on simplified corpora.

Figure 3.6 shows the quality of sentence pairs for each similarity range. Two anno-
tators gave labels9 (Good, Good Partial, Partial, Bad) to 500 sentence pairs following
Hwang et al. [46]. The higher the sentence similarity is, the less “Bad” sentence pairs
are.

Table 3.2 shows examples from our text simplification corpus. In the sentence pair
of “Good”, there are shown examples of paraphrase (precipitation → rainfall) from

7https://dumps.wikimedia.org/enwiki/20160501/
8We adopt sentence similarity [0.5,1.0) following Zhu et al. [128], but if any evaluation corpus is

available the threshold can be optimized.
9Pearson correlation coefficient reaches 0.629.
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Figure 3.5: Readability score distribution of English Wikipedia and Simple English
Wikipedia. A higher score in Flesch Reading Ease indicates simpler sentences.

complex word to simple one. An example of deletion can be seen in the sentence pair
of “Good Partial”. The sentence pair of “Partial” is not in a synonymous or entailment
relation, but it contains common phrases and related phrases.

Unlike the pair of English Wikipedia and Simple English Wikipedia, the pair of
complex sub-corpus and simple sub-corpus which divided English Wikipedia is not
a comparable corpus. Therefore, as shown in Figure 3.6, the proportion of sentence
pairs that are synonymous or entailment is not high. However, in this work, since
text simplification is performed using phrase-based statistical machine translation, the
influence of this problem is small, and important simplification rules can be acquired
even from noisy sentence pairs for the following three reasons.

• Since text simplification is a problem of monolingual translation, it is possible
to output many words in the input sentence as is (it is correct not to convert).
Therefore, unlike a problem of bilingual translation, it is not a serious problem
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Figure 3.6: Quality of the pseudo-parallel corpus.

that only a small amount of appropriate phrase pairs are acquired.

• Phrase-based statistical machine translation learns to pairs in phrase level. Pairs
of complex phrase and simpler paraphrase can be obtained not only from sen-
tence pairs in synonymous or entailment relation but also from a pair of similar
sentences.

• Phrase-based statistical machine translation finally reranks using language model,
so if the appropriate phrase pair is included, simpler synonymous sentences can
be obtained even if a lot of noisy phrase pairs are acquired.

3.4.2 Settings

We trained text simplification models using our pseudo-parallel corpus and existing
text simplification corpora. The results were compared to evaluate the effectiveness of
our text simplification corpus. We treated text simplification as a translation problem
from the complex sentence to the simple one and modeled it using a phrase-based SMT
trained as a log linear model.
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Table 3.2: Examples of each label from our pseudo-parallel corpus. Good: synony-
mous sentence pair, Good Partial: a sentence completely covers the other sentence,
Partial: sentence pair shares a short related phrase.

Label Complex Sentence Simple Sentence

Good

Climate in this area has mild dif-
ferences between highs and lows,
and there is adequate precipita-
tion year round.

Climate in this area has mild
differences between highs and
lows, and there is adequate
rainfall year round.

Good Partial

The new German Empire included
25 states (three of them, Hanseatic
cities) and the imperial territory
of Alsace-Lorraine.

The new German Empire in-
cluded 25 states, three of them
Hanseatic cities.

Partial

In 1996, she received the Prime-
time Emmy Award for Outstand-
ing Supporting Actress in a Com-
edy Series, an award she was nom-
inated for on seven occasions.

In 2006 and 2008, she received
Emmy nominations for Out-
standing Supporting Actress in
a Drama Series.

ŝ = argmax
simple

p(simple | complex)

= argmax
simple

p(complex | simple)p(simple)

= argmax
simple

M

∑
m=1

λmhm(complex,simple)

(3.7)

The log-linear model considers M feature functions hm(complex,simple) and the weights
of each feature λm, and models the translation probability p(simple | complex). In text
simplification, we consider the searching problem for a simple sentence ŝ which max-
imizes the weighted linear sum of feature functions for complex input sentences. As a
feature function, we use the phrase simplification model log p(complex | simple) and
the language model log p(simple) etc.

We used Moses 2.1 [56] as the PBSMT tool, GIZA++ [79] to obtain the word
alignment, and KenLM [42] to build the 5-gram language model from the simple
side of each text simplification corpus. For evaluation, we used a multiple reference
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Table 3.3: Statistics of text simplification corpora.

# sents.
# vocab # vocab length length
complex simple complex simple

Zhu et al. corpus 108,016 181,459 149,643 21.2 17.4
Coster and Kauchak corpus 137,362 132,567 120,620 23.6 21.1
Hwang et al. corpus 284,738 212,138 164,979 26.0 19.8
Our parallel corpus 492,993 274,775 198,043 25.3 17.9
Our pseudo-parallel corpus 2,072,572 174,310 156,271 43.5 32.7

dataset10 [122] in which eight annotators have given simple synonymous sentences
to 350 sentences extracted from English Wikipedia11. We automatically evaluated by
FRE [32], BLEU [84] and SARI [122].

Table 3.3 shows statistics of text simplification corpora. Zhu et al. corpus [128],
Coster and Kauchak corpus [27], and Hwang et al. corpus [46] are text simplification
corpora built from English Wikipedia and Simple English Wikipedia. Our parallel
corpus12 is also a text simplification corpus built from English Wikipedia and Simple
English Wikipedia but using MAS sentence alignment. Our pseudo-parallel corpus is
a text simplification corpus built from only English Wikipedia.

Our parallel corpus gave a larger difference in the average number of words between
complex and simple sentences than the other corpora, with values closer to the average
numbers of words per sentence in the entire Wikipedia (25.1 and 16.9, respectively).
This suggests that MAS was able to compute sentence similarity more accurately than
the other measures regardless of the sentence length.

3.4.3 Results

Table 3.4 shows the text simplification performance. Baseline does not do any sim-
plification. BLEU evaluates the meaning preservation and grammaticality such that
the baseline that does not change any input sentence has the highest score. SARI also
evaluates simplicity. Surprisingly, even without the help of simplified corpus, SARI
reached the same level as the others using a large-scale simplified corpus, and BLEU
also remains.

10https://github.com/cocoxu/simplification/
11We excluded English Wikipedia sentences included in test data from training data.
12https://github.com/tmu-nlp/sscorpus
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Table 3.4: Results of English text simplification.
# sents. # rules FRE BLEU SARI

Baseline 0 0 54.5 99.4 25.9
Zhu et al. corpus 108,016 7,441,535 59.7 84.7 34.7
Coster and Kauchak corpus 137,362 11,871,929 59.8 86.4 34.1
Hwang et al. corpus 284,738 25,482,261 61.0 81.3 34.5
Our parallel corpus 492,993 34,370,284 61.7 78.4 34.9
Our pseudo-parallel corpus 2,072,572 146,522,360 58.9 78.0 34.0

Table 3.5: Performance on each our pseudo-parallel corpus size.
Threshold for MAS # sents. # rules FRE BLEU SARI

MAS ≥ 0.94 100,000 2,443,146 54.9 94.9 29.1
MAS ≥ 0.79 500,000 10,888,446 55.3 92.7 31.1
MAS ≥ 0.64 1,000,000 32,368,746 56.9 88.0 33.7
MAS ≥ 0.55 1,500,000 77,426,785 58.2 83.2 34.4
MAS ≥ 0.51 2,000,000 138,102,965 59.2 79.1 34.1
MAS ≥ 0.50 2,072,572 146,522,360 58.9 78.0 34.0

Table 3.5 shows the performance on each sentence similarity threshold. Sentence
pairs with high similarity are less noisy, but include few simplification rules because
the edit distance between complex and simple sentences is small. Due to the trade-off
between the amount of simplification rules and noise contained in the pseudo-parallel
corpus, the model trained by the corpus of 1.5M sentence pairs archived the highest
SARI.

Table 3.6 shows examples of simplification trained with each text simplification cor-
pus. Despite the fact that we do not use simplified corpora, we generated simple sen-
tence similar to references using a large-scale simplified corpus.

3.5. Experiment: Japanese Sentence Simplification
In order to confirm the language-independence of the proposed method, we also

experiment in Japanese.
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Table 3.6: Examples of English text simplification.
Input Offenbach’s numerous operettas, such as Orpheus in

the Underworld, and La belle Hélène, were extremely
popular in both France and the English-speaking world
during the 1850s and 1860s.

Reference 1 Offenbach’s (((((numerous operettas, such as Orpheus in
the Underworld�, and La belle Hélène, were �����extremely
very popular in ���both France and the English-speaking
world during the 1850’s and 1860’s.

Reference 2 Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were

�����extremely very popular in ���both France and in the
English-speaking world during the 1850s and 1860s.

Zhu et al. corpus Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were
extremely popular ��in both France and the English-
speaking(((((((world during in the 1850s and 1860s.

Coster and Kauchak corpus Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were
extremely popular ��in both in France and the English-
speaking(((((((world during in the 1850s and 1860s.

Hwang et al. corpus Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were
extremely popular in both France and the English-
speaking world during the 1850s and 1860s.

Our parallel corpus Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were

�����extremely very popular in both France and the English-
speaking world during the 1850s and 1860s.

Our pseudo-parallel corpus Offenbach’s (((((numerous many operettas, such as Or-
pheus in the Underworld, and La belle Hélène, were
extremely popular in ���both France and the English-
speaking world during the 1850s and 1860s.
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Table 3.7: Results of Japanese text simplification.
Avg. word

Threshold for MAS # sents. # rules difficulty level BLEU SARI
Baseline 0 0 2.56 58.5 24.3
MAS ≥ 0.80 867 14,356 2.53 52.9 30.9
MAS ≥ 0.75 2,299 49,688 2.54 46.5 32.1
MAS ≥ 0.70 11,941 307,275 2.51 40.1 34.4
MAS ≥ 0.65 90,542 2,609,793 2.49 28.6 31.7
MAS ≥ 0.60 470,885 15,128,855 2.51 19.9 28.3

3.5.1 Japanese Pseudo-Parallel Corpus for Text Simplification

We use Balanced Corpus of Contemporary Written Japanese [67] as a raw corpus.
We use the average value of the word difficulty level13 as a readability measure and
CBOW model of the word2vec [73] on the BCCWJ corpus for sentence alignment.
In order to reduce noise, only word pairs with a word similarity [0.5,1.0] are used
for word alignment. As a result, 470,885 sentence pairs with a sentence similarity of
[0.6,1.0) are extracted greedily into our pseudo-parallel corpus.

3.5.2 Settings

We experimented using PBSMT with the same settings as English. For evalua-
tion, we used 2,227 sentence pairs. This sentence pairs were manually annotated to
a comparable corpus crawled from the Web14. Two annotators gave simplification la-
bels15 (Good, Good Partial, Partial, Bad) to each sentence pair with MAS similarity
[0.75,1.0). We used only 2,000 sentence pairs to which both annotators labeled Good
or Good Partial.

3.5.3 Results

Table 3.7 shows the text simplification performance in Japanese. We only presented
the baseline which does not perform any simplification because there is no parallel

13https://github.com/tmu-nlp/simple-jppdb
14https://matcha-jp.com/
15Pearson correlation coefficient reaches 0.769.
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corpus for text simplification in Japanese. As with the experimental results in English,
training with more corpus can acquire more simplification rules and generate simpler
sentences. The reason why BLEU is lower than the experimental results in English is
that it is being evaluated with the single reference test data. As we can see, our model
improved SARI in compensation with BLEU as well as in English, we confirmed the
language-independence of the proposed method.

In this chapter, we explained text simplification from only a raw corpus using PB-
SMT. Previously, text simplification has primarily been studied in English for which
rich language resources exist. In contrast, as a large-scale raw corpus can be used
for many languages, this work opens the door to text simplification for many other
languages.
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Chapter 4

Further Improvement

We have done text simplification in the lexical substitution approach and the mono-
lingual translation approach for Japanese that cannot use large-scale simplified cor-
pora. In this chapter, we further improve the text simplification through experiments
in English.

In Section 4.1, we improve paraphrase lexicon. This helps to acquire better can-
didates in the step of simplification candidates acquisition in the lexical substitution
approach.

In Section 4.2, we improve the sentence similarity based on alignment between word
embeddings according to the given corpus. This helps to perform better sentence align-
ment when building a parallel corpus in the monolingual translation approach.

In Section 4.3, we improve the automatic evaluation metrics for text simplification.
In the past, output sentences were automatically evaluated by comparing output sen-
tence and reference(s) in both lexical substitution approach and monolingual transla-
tion approach. Therefore, the performance of the text simplification system could only
be evaluated on the specific datasets. In this work, we propose a novel referenceless
automatic evaluation metrics for text simplification.

4.1. Improving Paraphrase Lexicon
Paraphrases are useful for flexible language understanding in many NLP applica-

tions. For example, the usefulness of PPDB [33, 86], a publicly available large-scale
resource for lexical paraphrasing, has been reported for tasks like learning word em-
beddings [126] and semantic textual similarity [104]. In PPDB, paraphrase pairs are



acquired via word alignment on a bilingual corpus by a process called bilingual pivot-
ing [10].

Although bilingual pivoting is widely used for paraphrase acquisition, it always in-
cludes noise due to unrelated word pairs caused by word alignment errors on the bilin-
gual corpus. Distributional similarity, another well-known method for paraphrase ac-
quisition, is free from alignment errors but also includes noise due to antonym pairs
that share the same contexts on the monolingual corpus [77].

In this study, we formalize paraphrasability of paraphrase pairs acquired via bilin-
gual pivoting using pointwise mutual information (PMI) and reduce the noise by rerank-
ing the pairs using distributional similarity. The proposed method extends Local PMI [31],
which is a variant of weighted PMI that aims to avoid low-frequency bias in PMI, for
paraphrase acquisition. Since bilingual pivoting and distributional similarity have dif-
ferent advantages and disadvantages, we combine them to construct a complementary
paraphrase acquisition method, called MIPA.

Levy and Goldberg [65] explained a well-known representation learning method for
word embeddings, the skip-gram with negative-sampling (SGNS) [73], as a matrix
factorization of a word-context co-occurrence matrix with shifted positive PMI. In
this study, we explained a well-known method for paraphrase acquisition, bilingual
pivoting [10, 33], as a (weighted) PMI.

4.1.1 Bilingual Pivoting and MIPA

As described in Sections 2.2.3 and 2.2.4, we propose a MIPA score which improves
bilingual pivoting [10]. The paraphrase probability defined by bilingual pivoting is as
follows.

p(e2 | e1) = ∑ f p(e2 | f ,e1) p( f | e1)

≈ ∑ f p(e2 | f ) p( f | e1)
(4.1)

First, in order to deal with word alignment errors, we reduce the influence of high
frequency words.

BPMI(e1,e2) = log p(e2 | e1)+ log p(e1 | e2)− log p(e1)− log p(e2)

= log
p(e2 | e1)

p(e2)
+ log

p(e1 | e2)

p(e1)
= 2PMI(e1,e2)

(4.2)
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Next, in order to deal with low frequency bias of pointwise mutual information, we
weight it.

MIPA(e1,e2) = cos(⃗e1, e⃗2) ·BPMI(e1,e2) (4.3)

4.1.2 Settings

We used French-English parallel data1 from Europarl-v7 [55] and GIZA++ [79] to
calculate the conditional paraphrase probability p(e2 | e1) and p(e1 | e2). We also used
the English Gigaword 5th Edition2 and KenLM [42] to calculate the word probability
p(e1) and p(e2). For cos(⃗e1, e⃗2), we used the cbow model3 of word2vec [73]. Finally,
we acquired paraphrase candidates of 170,682,871 word pairs except for paraphrase of
itself (e1 = e2).

We employed the conditional paraphrase probability of bilingual pivoting given in
Equation (4.1), symmetric paraphrase score of PPDB given by Equation (2.5) and
distributional similarity as baselines, and compared them with PMI shown in Equa-
tion (4.2) and MIPA score given in Equation (4.3).

4.1.3 Evaluation Datasets and Metrics

For evaluation, we use two datasets included in Human Paraphrase Judgments4 pub-
lished by Pavlick et al. [86].

First, Human Paraphrase Judgments include a paraphrase list of 100 words or phrases
randomly extracted from Wikipedia and processed using a five-step manual evalua-
tion for each paraphrase pair (HPJ-Wikipedia). The correct paraphrase is a word that
gained 3 or more evaluations in manual evaluation. We use this dataset to evaluate the
acquired paraphrase pairs by Mean Reciprocal Rank (MRR) and Mean Average Preci-
sion (MAP) following Pavlick et al. [86]. Furthermore, we evaluate the coverage of the
top-k paraphrase pairs. Function words such as “as” have more than 50,000 types of
paraphrase candidates because they are sensitive to word alignment errors in bilingual
pivoting. However, since many of these paraphrase candidates are word pairs that are

1http://www.statmt.org/europarl/
2https://catalog.ldc.upenn.edu/LDC2011T07
3https://code.google.com/archive/p/word2vec/
4http://www.seas.upenn.edu/˜epavlick/data.html
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Figure 4.1: Paraphrase ranking in MRR. Figure 4.2: Paraphrase ranking in MAP.

not actually paraphrases, we evaluate the coverage of how they can reduce unnecessary
candidates while preserving the correct paraphrases.

Second, Human Paraphrase Judgments also includes a five-step manual evaluation
of 26,456 word pairs sampled from PPDB [33] (HPJ-PPDB) along with the paraphrase
list of 100 words. We use this dataset to evaluate the overall paraphrase ranking based
on Spearman’s correlation coefficient as in Pavlick et al. [86].

4.1.4 Results

Figures 4.1 and 4.2 show the comparison of paraphrase rankings in MRR and MAP
on HPJ-Wikipedia. The horizontal axis of each graph indicates the evaluation of the
paraphrase up to the top-k of the paraphrase score. The evaluation in MRR in Fig-
ure 4.1 shows that the ranking performance of paraphrase pairs improves by making
bilingual pivoting symmetric. PMI slightly outperforms the baselines of bilingual piv-
oting below the top 5. Furthermore, MIPA shows the highest performance because
reranking by distributional similarity greatly improves bilingual pivoting.

Evaluation using MAP, shown in Figure 4.2, also reinforces the same result, i.e.,
reranking by distribution similarity improved bilingual pivoting, and MIPA showed
the highest performance.

Figure 4.3 shows the coverage of the top-ranked paraphrases on HPJ-Wikipedia. De-
spite the fact that the symmetric paraphrase score outperforms conditional paraphrase
probability in the ranking performance of the top three in MRR and MAP, it shows
poor performance in terms of coverage. As also shown in Table 4.2, the symmetric
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Figure 4.3: Coverage of the top-k paraphrase pairs.

Figure 4.4: ρ : log p(e2 | e1) Figure 4.5: ρ : MIPA(e1,e2)
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paraphrase score ranked the paraphrase with extremely high likelihood to 1st place,
while the other rankings are unreliable. Although there is not much difference in other
methods, MIPA outperforms the other methods.

Figures 4.4 and 4.5 show the scatter plots and Spearman’s correlation coefficient of
each paraphrase score and manual evaluation (average value of five evaluators) on HPJ-
PPDB. As with the previous experimental results, MIPA showed the high correlation.
Especially, the noise generated by false positives at the upper left of the scatter plot
can be reduced by combining PMI and distributional similarity.

4.1.5 Extrinsic Evaluation

Next, we applied the acquired paraphrase pairs to the semantic textual similarity
(STS) task and evaluated to what extent acquired paraphrases improve downstream
applications. The semantic textual similarity task deals with calculating the seman-
tic similarity between two sentences. In this study, we evaluate by Pearson’s corre-
lation coefficient with five-step manual evaluation using five datasets constructed by
SemEval [5, 6, 3, 2, 4]. We applied the acquired paraphrase pairs to the unsuper-
vised method of DLC@CU [104], which achieved excellent results using PPDB in the
semantic textual similarity task of SemEval-2015 [2]. DLS@CU performs word align-
ment [103] using PPDB, and calculates sentence similarity according to the ratio of
aligned words as follows.

sim(x,y) =
PA(x,y)+PA(y,x)

|x|+ |y|
(4.4)

PA(x,y) =
|x|

∑
i=1

{
1 ∃ j : xi ⇔ y j ∈ y

0 otherwise

where xi ⇔ y j holds if and only if the word pair (xi,y j) is included in a given paraphrase
lexicon. Although DLS@CU targets all paraphrases of PPDB, we only use the top
10 words of paraphrase score for each target word and compare the performance of
paraphrase scores.

Table 4.1 shows the experimental results of the semantic textual similarity task.
“ALL” is the weighted mean value of the Pearson’s correlation coefficient over the
five datasets. MIPA achieved the highest performance with three out of five datasets.
In other words, the proposed method extracted paraphrase pairs useful for calculating
sentence similarity at the top-rank.
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Table 4.1: Evaluation by Pearson’s correlation coefficient in STS task.
p(e2 | e1) BP(e1,e2) BPMI(e1,e2) cos(⃗e1, e⃗2) MIPA(e1,e2)

STS-2012 0.539 0.466 0.383 0.363 0.442
STS-2013 0.489 0.469 0.463 0.483 0.499
STS-2014 0.464 0.460 0.471 0.453 0.475
STS-2015 0.611 0.655 0.660 0.642 0.671
STS-2016 0.444 0.518 0.550 0.518 0.542

ALL 0.536 0.543 0.534 0.523 0.555

4.1.6 Examples

Table 4.2 shows examples of the top 10 in paraphrase rankings. In the paraphrase
examples of cultural, conditional paraphrase probability does not score the correct
paraphrase as top-ranked words. Although symmetric paraphrase score ranked the
correct paraphrase at the top, words other than the top are less reliable as shown by
the previous experimental results. PMI is strongly influenced by low-frequency words,
and many of the top-ranked words are singleton words in the bilingual corpus. MIPA,
in contrast, mitigates the problem of low-frequency bias, and many of the top-ranked
words are correct paraphrases. Distributional similarity-based methods include rela-
tively many of correct paraphrases at the top, and the other top-ranked words are also
strongly related to cultural. From the viewpoint of paraphrase, three words out of
the top 10 words of the proposed method are incorrect, but these words may also be
useful for applications such as learning word embeddings [126] and semantic textual
similarity [104].

Table 4.3 shows correct examples of the paraphrase rankings. In the paraphrase
examples of labourers, there were 20 correct paraphrases that received a rating of 3 or
higher in manual evaluation. With respect to the conditional paraphrase probability and
PMI, it is necessary to consider up to the 400th place to cover all correct paraphrases.
On the other hand, distributional similarity-based methods have correct paraphrases of
relatively higher rank. In particular, MIPA was able to include 10 words of correct
paraphrases in the top 20 words. In other words, the proposed method can obtain
paraphrase with high coverage by using only the highly ranked paraphrases.
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Table 4.2: Paraphrase examples of cultural. Italicized words are the correct words.
p(e2 | e1) BP(e1,e2) BPMI(e1,e2) cos(⃗e1, e⃗2) MIPA(e1,e2)

1. diverse culturally culturally-based historical socio-cultural
2. harvests culture culturaldevelopment culture culture
3. firstly 151 cultural-social educational multicultural
4. understand charter economic-cultural linguistic intercultural
5. flowering monuments culture- multicultural educational
6. trying art cultural-educational cross-cultural intellectual
7. structure casal kulturkampf diversity culturally
8. january kahn cultural-political technological sociocultural
9. culture 13 multiculture intellectual heritage

10. culturally caning culturally preservation architectural

Table 4.3: Correct paraphrase examples of labourers.
p(e2 | e1) BP(e1,e2) BPMI(e1,e2) cos(⃗e1, e⃗2) MIPA(e1,e2)

1. workers 9. gardeners 10. workmen 2. workers 2. workers
2. employees 42. harvesters 11. wage-earners 8. people 4. workmen
9. farmers 62. workers 16. earners 10. persons 5. craftsmen

13. labour 71. seafarers 19. workers 11. farmers 6. wage-earners
16. gardeners 73. unions 21. craftsmen 15. craftsmen 9. persons
17. people 99. homeworkers 22. workforces 26. wage-earners 12. employees
28. workmen 283. works 26. employed 27. workmen 13. earners
30. employed 394. workmen 27. employees 29. harvesters 15. farmers
33. craftsmen 395. employees 50. labour 31. seafarers 18. people
59. harvesters 412. wage-earners 55. persons 32. employees 19. workforces
80. work 415. craftsmen 75. farmers 42. gardeners 37. harvesters
88. earners 417. earners 103. homeworkers 47. earners 42. individuals
90. wage-earners 419. labour 105. individuals 55. workforces 53. labour

106. persons 420. employed 112. work 57. individuals 55. seafarers
109. individuals 431. people 135. people 79. unions 65. gardeners
114. seafarers 433. farmers 187. harvesters 103. labour 88. employed
115. unions 446. workforces 273. gardeners 140. homeworkers 100. homeworkers
131. workforces 451. work 317. seafarers 144. work 105. work
166. homeworkers 453. persons 456. unions 170. employed 149. unions
401. works 474. individuals 469. works 222. works 254. works
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4.2. Improving Sentence Similarity Measurement
Measuring the similarity between short textual units such as sentences, tweets or

chat messages is a commonplace task in numerous natural language processing (NLP)
applications such as information retrieval, text clustering, or classification. Compared
to measuring the similarity between longer textual units such as documents that con-
tain many words, measuring the similarity between short sentences is a challenging
task due to the lack of common features. Consequently, similarity measures based on
word overlap such as cosine similarity, often fails to detect the similarity between sen-
tences [5]. To overcome this feature sparseness problem, prior work on sentence simi-
larity have proposed methods that use external lexical resources such as thesauri [109],
or project sentences into a lower-dimensional dense spaces in which subsequently sim-
ilarity is computed [36, 50, 45, 125, 62, 53].

We propose a complementary approach for measuring the similarity between two
sentences in a corpus that considers not only the features that occur in those two sen-
tences, but also features that occur in all pairs of sentences in the corpus. Specifically,
we require sentence similarity scores to satisfy two important types of constraints: (A)
if two sentences share many common features, then it is likely that the remaining fea-
tures in each sentence are also related, and (B) if two sentences contain many related
features, then those two sentences are themselves similar.

To motivate the role played by these constraints consider the following three exam-
ple sentences.

(i) I love dogs and cats.

(ii) I love dogs and rabbits.

(iii) My favorite pet is a cat.

Sentences (i) and (ii) share many common content words such as I, love, and dog. Thus,
we can infer that cat and rabbit must also be semantically related. The confidence
of our inference grows with (a) the proportion of the overlap, and (b) the number
of different sentence pairs in which we observe similar overlaps. Consider now that
we are further required to compare sentences (ii) and (iii), between which we have
no common words. Without the knowledge that cat and rabbit are related from our
previous comparison, we would predict a zero similarity score between sentences (ii)
and (iii). However, if we use the knowledge obtained from (i) and (ii), and consider
cat and rabbit to be similar (i.e. pets in this case), then we could predict a non-zero
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similarity score for (ii) and (iii). Therefore, we can benefit from the constraints derived
from other pairs of sentences in a corpus (such as (i) and (ii)), when measuring the
similarity between two given sentences selected from that corpus (such as (ii) and
(iii)).

Our proposed method iterates over two stages.

• First, we align each sentence in a corpus with all the other similar sentences to
build a word-alignment matrix. We compute the similarity between two words
based on two factors: (a) pointwise mutual information between the two words
according to their alignment frequency in the word-alignment matrix, and (b)
prior similarity between words measured using pre-trained word embeddings.
Using the computed word similarity scores, we measure the similarity between
two sentences using three sentence alignment methods.

• Second, we update the word similarity scores using the word-alignment matrix
computed in the first stage. Specifically, we propose two update rules for this
purpose: an additive update, and a multiplicative update. The proposed method
iterates multiple times over the corpus measuring similarities between all pairs of
sentences. In practice, the proposed method converges in less than 3 iterations.
However, computing all sentence pair similarities can be time consuming for
large text corpora. To overcome this problem, we propose an efficient method
to identify the top-most similar sentence pairs in a corpus that contribute to the
similarity score update using SimHash [89] that obviates all-pair comparisons.

Our proposed method is unsupervised in the sense that it does not require any la-
beled data for sentence similarity. Moreover, we do not use external resources such
as thesauri, which might not be available for resource poor languages or specialised
domains. The proposed method does not assume a specific sentence representation
method, and can be used with different sentence representations such as bag-of-words,
or parse trees. Moreover, it is complementary to the sentence embedding methods, and
can be used in conjunction in an ensemble setting as yet another sentence similarity
measure.

We evaluate the proposed sentence similarity method using the SemEval-2015 Task
2 sentence similarity benchmark dataset. Our experimental results show that the pro-
posed iterative approach for measuring sentence semantic similarity is significantly
better than the non-iterative counterparts.
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4.2.1 Iterative Similarity Computation

Our proposed method iterates between two stages. First, we use the similarity be-
tween words to align pairs of sentences in a corpus. Following Song and Roth [97], we
extend three sentence similarity measures for iterative similarity computation. Second,
we update the word similarity scores considering the sentence alignments produced in
the first stage. Two update rules are proposed for this purpose.

Sentence Alignment

As in Section 3.2, we perform sentence alignment using three types of sentence
similarity AAS, MAS, and HAS. AAS and MAS average the word similarities ϕ(xi,y j)

between pairs of words within given two sentences, x and y. AAS and MAS deal with
many-to-many and one-to-many word alignments, respectively. On the other hand,
HAS is based on one-to-one word alignments. The task of identifying the best one-to-
one word alignments H is regarded as a problem of bipartite graph matching, where
the two sets of vertices respectively comprise words within each sentence x and y,
and the weight of a edge between xi and y j is given by the word similarity. Given
H identified using the Hungarian algorithm [58], HAS is computed by averaging the
word similarities ϕ(xi,y j) between the aligned pairs of words.

AAS(x,y) =
1

|x||y|

|x|

∑
i=1

|y|

∑
j=1

ϕ(xi,y j) (4.5)

MAS(x,y) =
1

2|x|

|x|

∑
i=1

max
j

ϕ(xi,y j)+
1

2|y|

|y|

∑
j=1

max
i

ϕ(xi,y j) (4.6)

HAS(x,y) =
1

|H | ∑
(i, j)∈H

ϕ(xi,y j) (4.7)

where |H |= min(|x|, |y|), as H contains only one-to-one word alignments.

Incremental Update Rule

In many text similarity computation tasks such as finding similar documents in infor-
mation retrieval, or document clustering, we must compare not only one pair of texts
(documents) selected from a given collection, but compute the similarities between all
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pairs of texts. Likewise, when calculating the similarity between sentences, it is of-
ten the case that we are given a large collection of sentences (a corpus) from which a
pair of sentences is selected. As we already described, we can exploit the information
available in all the sentences in the corpus when measuring the similarity between two
given sentences. Instead of considering the similarity between two words, ϕ(xi,y j), to
be a fixed value, we update word similarities considering their alignments in sentences.
Because the sentence similarity measures given by (4.5), (4.6), and (4.7) depend on the
word similarity scores, this results in an update procedure that iterates between mea-
suring sentence similarities (thereby word-alignments), and updating word similarity
scores.

Let us denote the similarity between two words xi and y j after the t-th iteration by
ϕ (t)(xi,y j), and the word-alignment matrix computed using MAS or HAS by A (t).
Note that the word-alignment matrix A is an asymmetric matrix. Therefore, we define
a symmetric word co-occurrence matrix C (t), where its (i, j)-th element is given by:

C
(t)
i j = (A

(t)
i j +A

(t)
ji )/2 (4.8)

Let B(t) be the word similarity matrix where its (i, j) element B
(t)
i j denotes the

similarity between the two words i and j computed using co-occurrence counts C
(t)
i j .

Different word association measures can be used to compute similarity scores from
co-occurrence counts. In this work, we use the positive pointwise mutual information
(PPMI) [78] computed as follows:

B
(t)
i j = max

0, log

C
(t)
i j ×∑i j C

(t)
i j

∑i C
(t)
i j ∑ j C

(t)
i j

 (4.9)

PPMI is frequently used for measuring word similarity in various NLP tasks [110].
We propose two update rules for updating the word similarity scores using the word-

alignment counts: the additive update rule defined by (4.10), and the multiplicative
update rule defined by (4.11).

ϕ (t+1)(xi,y j) = ϕ (t)(xi,y j)+η(t)B
(t)
i j (4.10)

ϕ (t+1)(xi,y j) = ϕ (t)(xi,y j)B
(t)
i j (4.11)

Here, η(t) is the update rate in the t-th iteration. Because we require word similarity
scores to be in the range [0,1], we scale ϕ (t+1)(xi,y j) by dividing from the maximum
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similarity score between any pair of words, maxi j ϕ (t+1)(xi,y j), after each iteration.
In both update rules, the initial word similarities, ϕ (0)(xi,y j), are computed using pre-
trained word embeddings. In our experiments, we used skip-gram with negative sam-
pling (SGNS) [73] for learning word embeddings. Then, ϕ (0)(xi,y j) is computed as
the cosine similarity between the word embeddings corresponding to the words xi and
y j.

The additive update rule given by (4.10) closely resembles the update rule used
in imitation learning [91], where a learner is required to imitate the training signal
provided by an oracle. In our case, the word similarity scores ϕ (t)(xi,y j) are required
to follow B

(t)
i j , the similarity scores computed using word-alignment counts. On the

other hand, the multiplicative update rule given by (4.11) can be seen as a weighted
similarity score where current similarity scores are weighted by the corresponding
alignment counts. We experimentally compare the different combinations of word-
alignment matrices produced by different sentence similarity measures and the update
rules.

In practice, even though two sentences might be similar, not all the words in the
two sentences need to be similar. However, both MAS and HAS require all word-pairs
from the two sentences to be aligned. This imposes an unnecessarily strict constraint
on word-alignment because two words might get aligned despite having a small word
similarity score. To avoid such word-alignments, we consider only word-pairs (xi,y j)

with similarity ϕ (t)(xi,y j) > θ for the word-alignment process for a fixed threshold
θ ∈ [0,1]. We experimentally study the effect of θ on the performance of our method.

Efficient Computation of Similarity

Calculating the full word-alignment matrix requires computational complexity of
O(n2|V |), where n is the total number of sentences in the corpus. However, most
sentence pairs in a corpus will have almost zero similarity scores, and would not con-
tribute to the word-alignment matrices. To avoid such unproductive computations, we
use SimHash [89] to find the most similar k sentences for each sentence in the cor-
pus, and measure sentence similarity only for those sentence pairs. Hamming distance
over SimHash values of two sentences approximates the cosine similarity between
the corresponding sentences. This method reduces the computational complexity to
O(nk|V |), which is significantly smaller than O(n2|V |) for k ≪ n.
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4.2.2 Settings

For evaluating the proposed method for measuring sentence similarity, we use the
SemEval-2015 Task 2 dataset5 [2]. This dataset includes 3,000 sentence pairs from
five different domains: news headlines (Head), image descriptions (Img), answer pairs
from a tutorial dialogue system (Stud), answer pairs from Q&A websites (QA), and
sentence pairs from a committed belief dataset (Bel). Sentence similarity scores that
range between 0 (the two sentences are completely dissimilar) to 5 (the two sentences
are completely equivalent, as they mean the same thing) are obtained via crowdsourc-
ing. A sentence similarity measure is evaluated against the human ratings in this
dataset using the Pearson correlation coefficient. Pearson correlation coefficient ranges
in [−1,1], and high values indicate better agreement with the human notion of sentence
similarity.

We use publicly available pre-trained word embeddings6 trained using SGNS and
use cosine similarity to compute initial word similarities, ϕ (0)(xi,y j), required by the
additive and the multiplicative rules defined respectively by (4.10) and (4.11). The pre-
trained word embeddings are trained on about 100 billion word Google News corpus,
and 300 dimensional vectors for 3 million words are created. We use 5-fold cross
validation on the train sentence pairs in the SemEval-2015 Task 2 dataset to obtain
the optimal values of θ = 0.4 and t = 3. Moreover, we experimented with different
learning rate scheduling methods and found η(t) = 1 to be the best. We analyse the
sensitivity of the performance of the proposed method to those parameters. Because the
SemEval-2015 Task 2 dataset contains only a small number of sentences (ca. 6,000),
we do not require the SimHash-based approximation method for this dataset.

To demonstrate the effectiveness of conducting iterative similarity updates in the
proposed method, we compare it against the following baseline methods that have
been frequently used in prior work that do not perform iterative similarity updates.

Cosine baseline calculates the similarity between two sentences x and y as the cosine
similarity between the two vectors x⃗ and y⃗ representing the two sentences.

Cosine (add SGNSs) baseline calculates the similarity between two sentences x and
y as the cosine similarity between two sentence embeddings. These sentence
embeddings are composed by adding the word embeddings of the words in each

5http://alt.qcri.org/semeval2015/task2/
6https://code.google.com/archive/p/word2vec/
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sentence. Representing sentences via the sum of word embeddings has been
shown to be a strong baseline for creating sentence embeddings [43].

SGNS method calculates the similarity between two sentences x and y using the three
sentence similarity measures, AAS, MAS, and HAS respectively using (4.5), (4.6),
and (4.7). It uses the pre-trained word embeddings learnt using SGNS, and mea-
sures the similarity ϕ(xi,y j), between two words xi and y j as the cosine simi-
larity between the corresponding word embeddings. This method simulates the
proposals made by Song and Roth [97] for measuring sentence similarity using
word alignments. This method does not perform any iterative similarity updates
as done by the proposed method, and corresponds to the current state-of-the-art
unsupervised sentence similarity measure.

PPMI baseline uses the PPMI-based word similarity computed using word-alignment
counts, as the word similarity function ϕ(xi,y j), and computes the three sen-
tence similarity measures AAS, MAS, and HAS. Specifically, 6 variants of this
baseline is computed by combining the two word-alignment matrices AMAS, and
AHAS, with the three sentence similarity measures AAS, MAS, and HAS.

4.2.3 Results

Table 4.4 compares the different sentence similarity measures using the Pearson cor-
relation coefficients with the human ratings for the test sentence pairs in the SemEval-
2015 Task 2 dataset. The proposed method (denoted by Prop) is computed for the
combinations of 2 word-alignment matrices (AMAS and AHAS), 3 sentence similarity
measures (AAS, MAS, and HAS), and 2 update rules (additive and multiplicative, de-
noted respectively by + and ∗), resulting in 12 variants shown in Table 4.4. The final
column, Mean, in Table 4.4 shows the weighted mean over the 5 domains for each
method. It is computed by weighting the Pearson correlation coefficient in each do-
main by the total number of sentence pairs in that domain, according to the official
scoring guidelines in SemEval-2015 Task 2.

As mentioned in Section 3.2.2, AAS inevitably involves noise, as many word pairs
are semantically irrelevant to each other. Therefore, the performance based on AAS is
generally lower than that of MAS or HAS.

From Table 4.4, we see that Prop AMAS + MAS is the best performing method
among the different methods compared. In particular, it reports the best correla-
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Table 4.4: Sentence similarity measurement results on the SemEval-2015 Task 2
dataset. The bold scores means the highest performance. The scores with a star statis-
tically significantly outperform the SGNS (MAS) baseline.

Head Img Stud QA Bel Mean
Cosine 0.531 0.603 0.664 0.445 0.651 0.587
Cosine (add SGNSs) 0.567 0.531 0.620 0.296 0.465 0.525
SGNS AAS 0.294 0.316 0.043 0.079 0.125 0.189
SGNS MAS 0.603 0.626 0.656 0.391 0.636 0.599
SGNS HAS 0.590 0.614 0.682 0.386 0.615 0.596
PPMI AMAS AAS 0.206 0.325 0.187 0.236 0.137 0.226
PPMI AMAS MAS 0.540 0.561 0.701 0.327 0.591 0.565
PPMI AMAS HAS 0.531 0.553 0.697 0.320 0.574 0.557
PPMI AHAS AAS 0.340 0.368 0.327 0.370 0.221 0.333
PPMI AHAS MAS 0.543 0.602 0.679 0.437 0.654 0.592
PPMI AHAS HAS 0.533 0.586 0.675 0.430 0.634 0.582
Prop AMAS +AAS 0.456 0.401 0.374 0.477 0.255 0.399
Prop AMAS +MAS 0.639 0.643 0.674 0.501 0.671 0.636∗

Prop AMAS +HAS 0.626 0.629 0.674 0.491 0.654 0.626
Prop AHAS +AAS 0.443 0.398 0.361 0.450 0.254 0.388
Prop AHAS +MAS 0.638 0.642 0.673 0.498 0.670 0.634∗

Prop AHAS +HAS 0.626 0.629 0.674 0.491 0.654 0.625
Prop AMAS ∗AAS 0.424 0.395 0.371 0.444 0.262 0.386
Prop AMAS ∗MAS 0.601 0.631 0.674 0.480 0.666 0.620
Prop AMAS ∗HAS 0.591 0.619 0.674 0.474 0.650 0.612
Prop AHAS ∗AAS 0.423 0.395 0.370 0.439 0.262 0.385
Prop AHAS ∗MAS 0.601 0.631 0.674 0.479 0.665 0.619
Prop AHAS ∗HAS 0.591 0.619 0.674 0.474 0.651 0.612
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Figure 4.6: Effect of the different update rate scheduling methods on the performance
of the proposed method is shown. The dashed horizontal line shows p < 0.05 signifi-
cance level (Fisher z-transformation) for outperforming the SGNS MAS method. Peak
correlation value and the required number of iterations (t) are shown within brackets.

tion coefficients in 4 out of the 5 domains. Moreover, according to the Fisher z-
transformation, the correlations reported by the proposed method is statistically sig-
nificantly better than that of SGNS MAS, which supports our proposal that sentence
similarities must be computed in an iterative fashion over the entire corpus consider-
ing word-alignment constraints. Overall, the maximum word-alignment (AMAS) with
MAS consistently perform well across different domains and baselines.

Between the two update rules, additive update outperforms the multiplicative coun-
terpart. Recall that the word similarity matrix B(t) given by (4.9) is in practice a sparse
matrix. Therefore, the multiplicative update rule given by (4.11) results in even sparser
similarity scores ϕ (t+1) than ϕ (t) after each update. On the other hand, the additive up-
date rule given by (4.10) would retain the non-zero elements in ϕ (t) during the update.
We believe that the extra sparsification in the multiplicative update rule decreases its
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Figure 4.7: Effect of selecting word-pairs with similarity greater than θ for updating
the word-alignment matrix. The dashed horizontal line shows p < 0.05 significance
level (Fisher z-transformation) for outperforming the SGNS MAS method. Peak cor-
relation value and the required number of iterations (t) are shown within brackets.

performance when measuring the sentence similarities.

4.2.4 Parameter Sensitivity

We study the performance of the Prop AMAS +MAS method, which reported the
best results according to Table 4.4, under different update rate scheduling methods.
Specifically, we consider update rate scheduling methods frequently used in stochastic
optimization such as constant update rates (η(t) = 0.5,1.0,1.5), reciprocal update rates
(η(t) = 1/t,1/2t), and the inverse squared update rate (η(t) = 1/t2).

Fig 4.6 shows the performance of the proposed method under different update rate
scheduling methods. The dashed horizontal line in Fig 4.6 is the level of performance
a particular method must obtain in order for that method to statistically significantly
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Figure 4.8: Effect of the number of top-k similar sentences selected using SimHash on
the performance of the proposed method is shown. The dashed horizontal line shows
p < 0.05 significance level (Fisher z-transformation) for outperforming the SGNS
MAS method. Peak correlation value and the required number of iterations (t) are
shown within brackets.

outperform the state-of-the-art SGNS MAS. From Fig 4.6, we see that our proposed
method outperforms SGNS MAS under all update rate scheduling methods. Therefore,
the proposed method is relatively insensitive to the update rate scheduling method
used.

Moreover, under constant update rates, when we increase the value of η , the Pearson
correlation reaches the maximum value with a smaller number of iterations. Once the
Pearson correlation coefficients have reached these maximum values, the performance
converges. Because it is desirable to converge to the best correlation value with smaller
number of iterations, η(t) = 1.5 (peak performance achieved after 3 iteration) is a
suitable value.

Fig 4.7 shows the effect of considering word-pairs greater than similarity θ during
the sentence similarity measurement process. Considering less similar word-pairs in
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Figure 4.9: Effect of the different initial word embeddings on the performance of the
proposed method is shown. The dashed horizontal line shows p < 0.05 significance
level (Fisher z-transformation) for outperforming the SGNS MAS method. Peak cor-
relation value and the required number of iterations (t) are shown within brackets.

the alignment step leads to poor performance because of noisy alignments. On the
other hand, high θ values will limit the number of words that we align between two
sentences, leading to feature sparseness issues. This trade-off can be seen from the
three curves shown in Fig 4.7.

To study the effect of selecting top-k similar sentences using SimHash, in Fig 4.8
we measure the performance of Prop AMAS +MAS against different k values. We
see that even selecting a small sample as the top-most similar k = 100 sentences for
each sentence in the corpus out of all sentences (ca. 6,000), the proposed method can
obtain a high (0.6302) correlation coefficient. With k = 300 similar sentences we can
obtain statistically significant improvements over SGNS MAS. This is attractive when
computing sentence similarities in large corpora. For example, even for a small corpus
such as the SemEval-2015 Task 2 dataset, which has only 6,000 sentences, time taken
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Table 4.5: Sentence similarity results using Word Mover’s Distance on the SemEval-
2015 Task 2 dataset.

Head Img Stud QA Bel Mean
Euclidean 0.648 0.607 0.689 0.428 0.552 0.609
Prop (t=0) 0.635 0.588 0.702 0.477 0.520 0.606
Prop (t=1) 0.651 0.592 0.702 0.495 0.539 0.615
Prop (t=2) 0.651 0.592 0.698 0.496 0.544 0.615
Prop (t=3) 0.649 0.593 0.695 0.496 0.545 0.614

for one iteration is reduced from 24 min to 1.5 min, by using k = 100.
To demonstrate the effect of the different initial word embeddings, we initialize

using random vectors, and publicly available pre-trained word embeddings: 300 di-
mensional SGNS vectors6 for 3 million words, 50, 100, 200 and 300 dimensional
GloVe vectors7 for 400 thousand words. As shown in Fig 4.9, our proposed method
can significantly improve any initial word similarity by iterative updating. The better
performance of SGNS over GloVe can be explained by the larger vocabulary covered
by SGNS.

4.2.5 Sentence Similarity Complement

We improve an existing sentence similarity measure by a combination with the pro-
posed method. The Word Mover’s Distance [60] which is a sentence similarity measure
based on the dissimilarity between words is improved in this study.

Table 4.5 compares the different word dissimilarity measure for the Word Mover’s
Distance. Euclidean baseline is calculated by the Euclidean distance

∣∣∣∣⃗xi − y⃗ j
∣∣∣∣ be-

tween word xi and word y j in the SGNS embeddings. Prop dissimilarity measure is
calculated using our updated word similarity 1−ϕ (t)(xi,y j). From Table 4.5, we can
see that Prop method calculated using our updated word similarity improves Word
Mover’s Distance [60] calculated using Euclidean distance. We confirmed the im-
provement of performance even in a small dataset (QA) consisting only of 375 sen-
tence pairs.

7http://nlp.stanford.edu/projects/glove/
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Table 4.6: The QATS training data shows that typical MT metrics are strongly biased
by the length difference between original and simple sentences (rlength), while they are
less correlated with the manually-labeled quality (rlabel).

Metrics rlength rlabel

BLEU -0.765 0.245
METEOR -0.617 0.257
TER 0.741 -0.233
WER 0.757 -0.230

4.3. Improving Evaluation Metrics for Simplification
This section examines the usefulness of semantic features based on word alignments

for estimating the quality of text simplification. Specifically, we introduce seven types
of alignment-based features computed on the basis of word embeddings and paraphrase
lexicons. Through an empirical experiment using the QATS dataset [117], we confirm
that we can achieve the state-of-the-art performance only with these features.

Similarly to other text-to-text generation tasks, such as MT and summarization,
the outputs of text simplification systems have been evaluated subjectively by hu-
mans [120, 114] or automatically by comparing with handcrafted reference texts [98,
27, 122]. However, the former is costly and not replicable, and the latter has achieved
only a low correlation with human evaluation.

On the basis of this backdrop, Quality Estimation (QE) [100], i.e., automatic evalu-
ation without reference, has been drawing much attention in the research community.
In the shared task on quality assessment for text simplification (QATS),8 two tasks
have been addressed [117]. One is to estimate a real-value quality score for given sen-
tence pair, while the other is to classify given sentence pair into one of the three classes
(good, ok, and bad). In the classification task of the QATS workshop, systems based on
deep neural networks [82] and MT metrics [116] have achieved the best performance.
However, deep neural networks are rather unstable because of the difficulty of training
on a limited amount of data; for instance, the QATS dataset offers only 505 sentence
pairs for training. MT metrics are incapable of properly capturing deletions that are
prevalent in text simplification [27], as they are originally designed to gauge semantic
equivalence. In fact, as shown in Table 4.6, well-known MT metrics are strongly bi-
ased by the length difference between original and simple sentences, even though it is

8http://qats2016.github.io/shared.html
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rather unrelated with the quality of text simplification assessed by humans.
In order to properly account for the surface-level inequivalency occurring in text

simplification, we examine semantic similarity features based on word embeddings
and paraphrase lexicons. Unlike end-to-end training with deep neural networks, we
quantify word-level semantic correspondences using two pre-compiled external re-
sources: (a) word embeddings learned from large-scale monolingual data and (b) a
large-scale paraphrase lexicon. Using the QATS dataset, we empirically demonstrate
that a supervised classifier trained upon such features achieves good performance in
the classification task.

4.3.1 Semantic Features Based on Word Alignments

We bring a total of seven types of features that are proven useful in Chapter 3.
Specifically, we assume that some of these features are useful to capture inequivalency
between original sentence and its simplified version introduced during simplification,
such as lexical paraphrases and deletion of words and phrases.

Throughout this subsection, original sentence and its simplified version are referred
to as x and y, respectively.

(1) AES: Additive Embeddings Similarity

Given two sentences, x and y, AES between them is computed as follows.

AES(x,y) = cos

(
|x|

∑
i=1

x⃗i,
|y|

∑
j=1

y⃗ j

)
(4.12)

where each sentence is vectorized with the sum of the word embeddings of its compo-
nent words, x⃗i and y⃗ j, assuming the additive compositionality [74].

(2) AAS: Average Alignment Similarity

AAS [97] averages the cosine similarities between all pairs of words within given
two sentences, x and y, calculated over their embeddings.

AAS(x,y) =
1

|x||y|

|x|

∑
i=1

|y|

∑
j=1

cos(⃗xi, y⃗ j) (4.13)
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(3) MAS: Maximum Alignment Similarity

AAS inevitably involves noise, as many word pairs are semantically irrelevant to
each other. MAS [97] reduces this kind of noise by considering only the best word
alignment for each word in one sentence as follows.

MAS(x,y) =
1
|x|

|x|

∑
i=1

max
j

cos(⃗xi, y⃗ j) (4.14)

As MAS is asymmetric, we calculate it for each direction, i.e., MAS(x,y) and MAS(y,x),
unlike Chapter 3.

(4) HAS: Hungarian Alignment Similarity

AAS and MAS deal with many-to-many and one-to-many word alignments, respec-
tively. On the other hand, HAS [97] is based on one-to-one word alignments.

The task of identifying the best one-to-one word alignments H is regarded as a
problem of bipartite graph matching, where the two sets of vertices respectively com-
prise words within each sentence x and y, and the weight of a edge between xi and
y j is given by the cosine similarity calculated over their word embeddings. Given
H identified using the Hungarian algorithm [58], HAS is computed by averaging the
similarities between embeddings of the aligned pairs of words.

HAS(x,y) =
1

|H | ∑
(i, j)∈H

cos(⃗xi, y⃗ j) (4.15)

where |H |= min(|x|, |y|), as H contains only one-to-one word alignments.

(5) WMD: Word Mover’s Distance

WMD [60] is a special case of the Earth Mover’s Distance [92], which solves the
transportation problem of words between two sentences represented by a bipartite
graph.9 Let n be the vocabulary size of the language, WMD is computed as follows.

WMD(x,y) = min
n

∑
u=1

n

∑
v=1

Auveud(⃗xu, y⃗v) (4.16)

9Note that the vertices in the graph represent the word types, unlike the token-based graph for HAS.
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subject to :
n

∑
v=1

Auv =
1
|x|

freq(xu,x)

n

∑
u=1

Auv =
1
|y|

freq(yv,y)

where Auv is a nonnegative weight matrix representing the flow from a word xu in x
to a word yv in y, eud(·, ·) the Euclidean distance between two word embeddings, and
freq(·, ·) the frequency of a word in a sentence.

(6) DWE: Difference of Word Embeddings

We also introduce the difference between sentence embeddings so as to gauge their
differences in terms of meaning and simplicity. As the representation of a sentence,
we used the averaged word embeddings [1].

DWE(x,y) =
1
|x|

|x|

∑
i=1

x⃗i −
1
|y|

|y|

∑
j=1

y⃗ j (4.17)

(7) PAS: Paraphrase Alignment Similarity

PAS [103, 104] is computed based on lexical paraphrases. This feature has been
proven useful in the semantic textual similarity task of SemEval-2015 [2].

PAS(x,y) =
PA(x,y)+PA(y,x)

|x|+ |y|
(4.18)

PA(x,y) =
|x|

∑
i=1

{
1 ∃ j : xi ⇔ y j ∈ y

0 otherwise

where xi ⇔ y j holds if and only if the word pair (xi,y j) is included in a given paraphrase
lexicon.

4.3.2 Settings

The usefulness of the above features was evaluated through an empirical experiment
using the QATS dataset [117]. The QATS dataset consists of 505 and 126 sentence
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pairs for training and test, respectively, where each pair is evaluated from four differ-
ent aspects: Grammaticality, Meaning preservation, Simplicity, and Overall quality.
Evaluations are given by one of the three classes: good, ok, and bad.

We used two pre-compiled external resources to compute our features. One is the
pre-trained 300-dimensional CBOW model10 to compute the features based on word
embeddings, while the other is PPDB 2.0 [86]11 for PAS.

Each system is evaluated by the three metrics as in the QATS classification task [117]:
Accuracy (A), Mean Absolute Error (E) and Weighted F-score (F). To compute Mean
Absolute Error, class labels were converted into three equally distant numeric scores
retaining their relation, i.e., good = 1, ok = 0.5, and bad = 0.

As the baseline12, we employed four types of systems from the QATS workshop [117]:
two typical baselines and two top-ranked systems. “Majority-class” labels all the sen-
tence pairs with the most frequent class in the training data. “MT-baseline” combines
BLEU [84], METEOR [61], TER [96], and WER [63], using a support vector machine
(SVM) classifier.

SimpleNets [82] has two different forms of deep neural network architectures: multi-
layer perceptron (SimpleNets-MLP) and recurrent neural network (SimpleNets-RNN).
SimpleNets-MLP uses seven features of each sentence: the number of characters, to-
kens, and word types, 5-gram language model probabilities estimated on the basis
of either SUBTLEX [22], SubIMDB [83], Wikipedia, and Simple Wikipedia [52].
SimpleNets-RNN, which does not require such feature engineering, uses embeddings
of word N-grams.

SMH [116] has two types of classifiers: logistic classifier (SMH-IBk/Logistic) and
random forest classifier (SMH-RandForest, SMH-RandForest-b). Both are trained re-
lying on the automatic evaluation metrics for MT, such as BLEU, METEOR, and TER,
in combination with the QE features for MT [101].

We evaluated our proposed features in the supervised classification fashion as pre-
vious work. Specifically, we compared three types of supervised classifiers that had
been also used in the above baseline systems: SVM, MLP, and RandForest. Hyper-
parameters of each system were determined through 5-fold cross validation using the
training data, regarding accuracy in terms of overall quality as the objective.

For the SVM classifier, we used the RBF kernel. The trinary classification was

10https://code.google.com/archive/p/word2vec/
11http://paraphrase.org/
12Instead of reimplementing these baseline systems, we excerpted their performance scores

from [117].
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Table 4.7: Results on QATS classification task. The best scores of each metric are
highlighted in bold. Scores other than ours are excerpted from Štajner et al. [117].

System
Grammaticality Meaning Simplicity Overall

A ↑ E ↓ F ↑ A ↑ E ↓ F ↑ A ↑ E ↓ F ↑ A ↑ E ↓ F ↑
Majority-class 76.2 18.3 65.9 57.9 29.0 42.5 55.6 29.4 39.7 43.7 28.2 26.5
MT-baseline 76.2 18.3 65.9 66.7 20.2 62.7 50.8 26.2 48.3 38.1 41.7 37.5
SimpleNets-MLP 74.6 17.1 68.8 65.9 21.0 63.5 53.2 27.0 49.8 38.1 32.5 33.7
SimpleNets-RNN (N = 2) 75.4 18.7 65.5 57.9 27.4 51.3 50.0 27.0 47.5 52.4 25.8 46.1
SimpleNets-RNN (N = 3) 74.6 19.1 65.1 51.6 28.2 46.6 52.4 25.0 50.0 47.6 27.8 40.8
SMH-IBk/Logistic 70.6 19.4 71.6 69.1 20.2 68.1 50.0 28.2 51.1 47.6 28.2 47.5
SMH-RandForest 75.4 17.5 71.8 65.9 20.6 64.4 52.4 27.8 53.0 44.4 31.8 44.5
SMH-RandForest-b 75.4 18.3 70.0 61.9 23.8 59.7 57.1 25.4 56.4 48.4 29.0 48.6
Best score among the above 76.2 17.1 71.8 69.1 20.2 68.1 57.1 25.0 56.4 52.4 25.8 48.6
Our SVM 76.2 18.3 65.9 65.1 22.2 58.3 57.1 27.8 43.9 57.9 23.4 57.7
Our MLP 68.3 24.6 66.9 59.5 25.4 56.4 59.5 23.4 58.2 52.4 25.8 51.9
Our RandForest 76.2 18.3 65.9 66.7 23.0 63.2 63.5 21.8 59.8 51.6 26.6 48.3
Our SVM w/ MT-baseline 76.2 18.3 65.9 66.7 21.0 63.7 57.1 27.0 46.9 47.6 29.0 46.8
Our MLP w/ MT-baseline 63.5 26.6 63.8 64.3 21.4 62.7 52.4 26.2 53.2 46.0 31.8 45.5
Our RandForest w/ MT-baseline 76.2 18.3 65.9 61.9 24.6 57.6 62.7 22.6 56.1 46.0 29.0 43.6

realized by means of the one-versus-the-rest strategy. For a given set of features, we
examined all the combinations of hyper-parameters among C ∈ {0.01,0.1,1.0} and
γ ∈ {0.01,0.1,1.0}; for the full set of features, C = 1.0 and γ = 0.1 were chosen.

As for the MLP classifier, among 1 to 3 layers with all the combinations of di-
mensionality among {100,200,300,400,500} and “ReLu” for the activation function
among {Logistic, tanh, ReLu}, the 2-layer one with 200 × 200 dimensionality was
optimal. We used Adam [54] as the optimizer.

For the RandForest classifier, we examined all the combinations of the following
three hyper-parameters: {10,50,100,500,1000} for number of trees, {5,10,15,20,∞}
for the maximum depth of each tree, and {1,5,10,15,20} for the minimum number of
samples at leaves. The optimal combination for the full set of features was (500,15,1).

4.3.3 Results

Experimental results are shown in Table 4.7. The SVM classifier based on our fea-
tures greatly outperformed the state-of-the-art methods in terms of overall quality. The
RandForest classifier somehow achieved the best simplicity scores ever, even though
we had optimized the system with respect to the accuracy of overall quality. As we
expected, MLP did not beat the other two classifiers, presumably due to the scarcity of
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Table 4.8: Ablation analysis on accuracy. Features are in descending order of overall
accuracy.

Feature set C γ Grammaticality Meaning Simplicity Overall
ALL 1.0 0.1 76.2 65.1 57.1 57.9

-AES 1.0 0.1 76.2 65.1 57.1 57.1
-MAS(original,simple) 0.1 0.1 76.2 57.9 55.6 56.4
-MAS(simple,original) 1.0 0.1 76.2 64.3 57.1 54.8
-PAS 0.1 0.1 76.2 57.9 55.6 53.2
-DWE 0.01 1.0 76.2 57.9 55.6 51.6
-WMD 0.01 0.1 76.2 57.9 55.6 46.8
-AAS 0.1 0.1 76.2 57.9 55.6 45.2
-HAS 0.01 0.01 76.2 57.9 55.6 35.7

Table 4.9: An example of word alignment. Differences between the original and sim-
plified versions are presented in bold. This is a sentence pair from good class on overall
quality. HAS using word-level similarity reaches 0.85, while BLEU is 0.54.

Original
While historians concur that the result itself was not manipu-
lated, the voting process was neither free nor secret.

Simple
Most historians agree that the result was not fixed, but the voting
process was neither free nor secret.

Hungarian
Alignment

(while, but), (concur, agree), (itself, most),
(manipulated, fixed), and identical word pairs.

the training data.
The bottom three rows reveal that the performance in terms of overall quality was

deteriorated when MT-baseline features were incorporated on top of our feature set.
This suggests that word embeddings are superior to surface-level processing in finding
corresponding words within sentence pairs.

Focusing on the overall quality, we conducted an ablation analysis of the SVM clas-
sifier. The analysis revealed, as shown in Table 4.8, that HAS, AAS, and WMD were
the most important features. This can be explained by the role of word alignments
during the computation. Since MT metrics, such as BLEU, rely only on surface-level
matches, they are insensitive to meaning-preserving rewritings from original sentence
to simple one. On the other hand, as exemplified in Table 4.9, HAS and some other
features can detect the linkages between complex words and their simpler counterparts.
As a result of properly capturing the alignments between such lexical paraphrases, our
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Table 4.10: Correlation between each feature and the difference of sentence length and
the manually-labeled quality. Note that DWE cannot be included, as it is not a scalar
value but the differential vector between original and simplified sentences.

Feature rlength rlabel

AES -0.661 0.185
AAS -0.335 0.318
MAS(original,simple) -0.817 0.226
MAS(simple,original) 0.092 -0.090
HAS 0.061 -0.050
WMD 0.788 -0.215
PAS -0.120 -0.039

system successfully classified this sentence into good in terms of overall quality.
We expected that AAS could yield noise, as it involves irrelevant pairs of words,

but in fact, it contributed to the QATS task. We speculate that it helps to evaluate the
appropriateness of substituting a word to other one considering the semantic matching
with the given context, as in lexical simplification [16] and lexical substitution [72, 90,
8].

The contribution of WMD was expected as it was proven effective in the sentence
alignment task of English Wikipedia and Simple English Wikipedia.

Table 4.10 shows that some of our semantic similarity features are also strongly
biased by the length difference between original and simple sentences, as MT metrics
(cf. Table 4.6). Nonetheless, HAS was not biased by the length difference almost at
all, and AAS and WMD highly correlated with the manually-labeled quality.

4.3.4 Relationship between Word Embeddings and Word Difficulty

We will examine why simplicity was successfully evaluated by using features based
on word embeddings. We train word embeddings on English Wikipedia13 for all com-
binations of the following conditions:

• Number of dimension: 100, 200, 500

• Window size: 1, 3, 5, 10

• Algorithm: CBOW [73], SGNS [73], GloVe [87]
13https://dumps.wikimedia.org/enwiki/20171201/
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Table 4.11: CBOW

Window 100d 200d 500d
1 0.215 0.195 0.212
3 0.123 0.121 0.129
5 0.156 0.128 0.096

10 0.112 0.130 0.120

Table 4.12: SGNS

Window 100d 200d 500d
1 0.219 0.222 0.191
3 0.259 0.303 0.225
5 0.271 0.261 0.252

10 0.293 0.275 0.281

Table 4.13: GloVe

Window 100d 200d 500d
1 0.329 0.321 0.293
3 0.425 0.412 0.421
5 0.450 0.433 0.411

10 0.444 0.460 0.476

We evaluate the Pearson correlation coefficient between these word embeddings and
the manually given word difficulty. For evaluation, we use the dataset of SemEval-
2016 Complex Word Identification task14 [81]. This is a corpus in which 20 annotators
give labels of either complex (1) or simple (0) for each 2,237 target words. In this
work, we average the labels of all annotators and define word difficulty in the range of
[0.00,1.00] for each target words.

Tables 4.11, 4.12 and 4.13 show the maximum value of the Pearson correlation coef-
ficient between each dimension of word embeddings and word difficulty. In the CBOW
model of word2vec [73], dimensions having a week correlation (r > 0.2) with word
difficulty appear when training word embeddings using window size 1, that is, words
adjacent to the target word. In the SGNS model of word2vec [73], dimensions having
a week correlation with word difficulty appear in many settings. In GloVe [87], di-
mensions having a moderate correlation (r > 0.4) with word difficulty appear in many
settings. Unlike CBOW and SGNS, GloVe explicitly considers word frequency in the
corpus. As shown in SemEval-2012 English Lexical Simplification task [99], word fre-
quency greatly affects word difficulty, so we believe that GloVe embeddings showed a
stronger correlation with word difficulty.

From the above experimental results, it seems that dimensions that govern word
difficulty appear in word embeddings. Therefore, in the experiment of Table 4.7, word
difficulty can be taken into consideration by using features based on word embeddings,
and simplicity can be better evaluated than in previous works.

14http://alt.qcri.org/semeval2016/task11/
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Chapter 5

Final Remarks

5.1. Conclusion
In this thesis, we worked on text simplification in lexical substitution approach and

monolingual translation approach for languages that cannot use simplified correct. For
lexical substitution approach, we proposed three types of candidate acquisition, four
types of meaning preservation filtering, four types of simplicity filtering, and three
types of grammaticality ranking methods. Moreover, we built an evaluation dataset for
Japanese lexical simplification that solves the problems of previous evaluation datasets
in English [99, 12, 44, 80]. This dataset enabled automatic evaluation for Japanese
lexical simplification systems. Experimental results showed that the proposed method
(synonym dictionaries constructed manually + language model ranking) outperformed
the previous language-independent unsupervised method [34]. We also confirmed
that the synonym dictionary constructed automatically can acquire more simplifica-
tion rules than other methods and is the most promising from the viewpoint of oracle
accuracy.

For monolingual translation approach, we proposed a method to construct pseudo-
parallel corpus from a raw corpus using readability assessment and sentence align-
ment for languages that cannot use parallel corpora. First, we showed the usefulness
of the sentence similarity based on alignment between word embeddings in the align-
ment task of complex and simple sentences [46]. Next, we confirmed that the pseudo-
parallel corpus constructed from a raw corpus is effective for training PBSMT model as
much as using the existing parallel corpus for text simplification [128, 27, 46]. Since
many languages other than English cannot use a simplified large-scale corpus, this
work opens the door to text simplification for many other languages.



Along with the above main contributions, we further improve text simplification
through English experiments. First, we tackle the paraphrase acquisition task which
is important for improving the lexical substitution approach. Next, we address the
sentence similarity task which is important for improving the monolingual translation
approach. Finally, we work on the quality estimation task for improving the automatic
evaluation metrics of text simplification. With all these tasks, we achieved state-of-
the-art performance.

For paraphrase acquisition, we proposed a paraphrasability score that complements
the paraphrasability from monolingual and bilingual corpora. This work gives a novel
interpretation that bilingual pivoting [10], the de facto standard method for paraphrase
acquisition, is an unsmoothed version of weighted pointwise mutual information.

Moreover, we proposed a domain adaptation method for sentence similarity mea-
surement. This is an updating method general word similarities with word similarities
specialised to a given corpus. Experimental results showed that the proposed iterative
method is significantly better than the non-iterative counterparts.

Finally, we proposed a quality estimation method for text simplification. This work
showed that sentence similarities based on alignment between word embeddings are
useful for quality estimation of text simplification, and greatly improved the state-of-
the-art methods [82, 116].

5.2. Future Work
In this thesis, we proposed a novel lexical substitution approach and a monolingual

translation approach for the purpose of multilingualization of text simplification. Fu-
ture works are listed below.

To consider phrases in lexical substitution approach
In previous lexical substitution approaches, including our work, we have only
targeted words. In fact, it may be difficult to explain with simple words, but it
can be paraphrases with simple phrases. The evaluation dataset we constructed
contains the phrasal substitution. In word-to-word substitution, oracle accuracy
is 0.211, but future expansioin is expeted by extending to phrase.

To generate monolingual parallel corpus automatically
Automatic construction of monolingual parallel corpus using back-translation
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and roundtrip-translation [93, 107, 47] is expected by advancing machine trans-
lation [106, 9, 41]. If a monolingual parallel corpus can be constructed on a
large-scale and with high-quality, it can be used for a lexical substitution ap-
proach using paraphrase acquisition methods. In addition, similar to our work,
parallel corpus for text simplification can be constructed by combining with
readability assessment.
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